Regulatory burden, rule of law, and entry of strategic entrepreneurs: An international panel study

Jonathan Levie
Hunter Centre for Entrepreneurship
University of Strathclyde
Level 14, Livingstone Tower
Richmond Street, Glasgow G1 1XH
United Kingdom
T: 0141 5483502
F: 0141 5527602
j.levie@strath.ac.uk


Erkko Autio
Imperial College Business School
Exhibition Road, London SW7 2AZ
United Kingdom
T: 0207 5941991
F: 0207 5941915
erkko.autio@imperial.ac.uk



Submitted to Journal of Management Studies
(3rd revision)


16 August 2010

Regulatory burden, rule of law, and entry of strategic entrepreneurs: An international panel study

ABSTRACT
Entry into entrepreneurship is a strategic act for individuals who seek an optimal way to exploit their human, social and financial capital. Trade-offs associated with this choice are influenced by institutional conditions. We use signalling theory, employment choice theory and theory on strategic entry to develop hypotheses on the effect of business regulations and rule of law on strategic and non-strategic entrepreneurial entry. Analysing a six-year panel of 54 countries, we find lighter burden of regulation associated with a higher rate and relative prevalence of strategic entrepreneurial entry. Rule of law moderates this effect such that regulation has a significant effect on strategic entry only when rule of law is strong. These findings are robust against alternative proxies. Implications are drawn for prospective entrepreneurs, existing organisations, policy, and further research.
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INTRODUCTION
The relatively new domain of strategic entrepreneurship addresses the intersection between strategic management and entrepreneurship and considers how entrepreneurs can combine the pursuit of opportunity with the creation of competitive advantage (Ireland et al., 2003; Schendel and Hitt, 2007). These two acts – entry and the creation of competitive advantage – merge when an individual highly endowed with human and social capital invests these distinctive and valuable resources into the pursuit of opportunity through an entrepreneurial venture. Such decisions result in the creation of growth-oriented firms, as the opportunity costs associated with allocations of valuable resources compel the individual to seek commensurate returns (Cassar, 2006). Aggregated at the national level, strategic entrepreneurial entry constitutes a strong force underlying economic dynamism (Audretsch, 2007).
Although the value of strategic entrepreneurial entry for economic development is widely accepted, the bulk of research has focused on individual-level attributes that may not effectively inform country-level phenomena. Most research on strategic entrepreneurial entry has neglected the study of an entrepreneur’s context in spite of the widespread recognition that entrepreneurial behaviours are susceptible to contextual influences (Busenitz et al., 2003; Davidsson and Wiklund, 2001; Phan, 2004; Shane and Venkataraman, 2000). For example, when considering how to invest their valuable human and social capital, individuals face important trade-offs, as the simultaneous pursuit of several alternative occupations is usually not possible (Cassar, 2006; O'Brien et al., 2003). Individuals therefore face a dilemma: either they invest their human and social capital into a safe employment with steady and guaranteed returns, or they may seek higher, perhaps more volatile, returns by setting up an entrepreneurial venture. The trade-offs between alternative occupational pursuits are influenced by institutional conditions, notably those that regulate the accumulation and appropriability of returns to entrepreneurial efforts (Bowen and De Clercq, 2008). If institutional conditions favour entry into entrepreneurship, do not unnecessarily complicate hiring decisions, and make exit easy, they will facilitate the accumulation and appropriability of entrepreneurial returns. Under such conditions, we may expect more individuals to choose to invest their human and social capital into entrepreneurial growth ventures. In this paper, our objective is to examine how entry, labour and exit regulations influence strategic entrepreneurial entry.
The susceptibility of strategic entrepreneurial behaviours to institutional and cultural influences has long been identified as a pertinent issue for scholars at the intersection of strategic management and entrepreneurship research (Schendel and Hitt, 2007). We know that entrepreneurial entry is affected by institutions (Davidsson et al., 2007; Davis and Henrekson, 1999; Sørensen, 2007), for example intellectual property protection (Autio and Acs, 2010), and by other contextual effects such as demand and supply (Acs and Karlsson, 2002; Verheul et al., 2002), as well as perceived financial and non-financial payoffs (Blanchflower and Oswald, 1998; Cassar, 2006). However, little is known about the extent to which the quality of entrepreneurial entry is affected by such factors. In this paper, therefore, we focus on the effect of entry regulations and rule of law on strategic (i.e., high-aspiration) entrepreneurial activity. Overall, previous work has found that regulations have a negative effect on entrepreneurial entry, irrespective of the way entry or regulation was measured. However, studies on the effect of regulations on high-aspiration (in our terminology, strategic) entrepreneurship and the relative prevalence of high-aspiration entrepreneurship have generated non-significant results (Bowen and de Clercq, 2008; Ho and Wong, 2006). Still missing from this literature is a large longitudinal panel study of country-level prevalence rates of strategic entrepreneurial entry, with sufficient controls to account for institutional differences between countries. In this paper we provide such an analysis.
Although our empirical analysis focuses on data aggregated at the country level, our theorising focuses on individual-level considerations, at a point at which the entrepreneur, for all intents and purposes, is the nascent or newly started firm. For the individual, the decision to invest his or her human, social, and financial capital into a new venture typically precludes the pursuit of alternative occupations, and the opportunity cost of this decision for the individual increases as a function of the value of human, social, and financial capital (Cassar, 2006). Particularly for individuals with large capital endowments, therefore, the decision to pursue growth opportunities through an entrepreneurial venture is a highly strategic decision in its own right, and also one that merges opportunity pursuit with the creation of initial competitive advantage in the venture. We call these individuals ‘strategic entrepreneurs’, a definition which is in line with Hitt et al.’s (2002) notion of strategic entrepreneurship as the simultaneous seeking of opportunity and advantage. An example of strategic entrepreneurs at this stage might be senior managers who are trying to start a high-potential venture to commercialise knowledge that otherwise would not be exploited by their current employer (Audretsch and Kielbach, 2007; Stuart and Sorenson, 2003). Agarwal et al. (2007) have called for further work on the determinants of the choice to engage in such knowledge spillover-based strategic entrepreneurship (KSSE). In this article, we address that call but expand our focus to include all high-potential entrepreneurial entry, while recognising that KSSE entrepreneurs may be a major subset of strategic entrepreneurs.
We aim to contribute to strategic entrepreneurship research in three ways. The first is to demonstrate the effect of institutions on strategic entrepreneurial behaviours. The second is to test the hypotheses of previous authors in the field while avoiding methodological weaknesses of previous tests by using a large panel database. The third is to build and test new hypotheses on rule of law as a moderator of the effect of regulation on entry of strategic and non-strategic entrepreneurs and on the relative prevalence of strategic entrepreneurs. To do this, we use not only standard economics theories of employment choice and signalling, but also recent theoretical contributions at the interface of strategy and entrepreneurship (Autio and Acs, 2010; Ireland et al., 2003; Kuratko and Audretsch, 2009).
The next section describes the theory and hypotheses we employ to guide our empirical work. Next we describe our methodology and data, before outlining the results. The final section discusses the findings in the light of theory, draws implications for practice, and suggests possible avenues for further research.
THEORY AND HYPOTHESES
Although the quantity and quality of new business activity varies widely across countries (Bosma et al., 2009; Reynolds et al., 2002), not enough is known about the underlying causes of this variance. This matters because there is a long tradition in economic theory that links entrepreneurship with economic development (Acs and Audretsch, 2003; Baumol et al., 2007; Leibenstein, 1968; Marshall, 1895; Schumpeter, 1934). On the assumption that entrepreneurship is a driver of economic growth and that economic growth is desirable, researchers are increasingly attempting to model and measure how entrepreneurial activity is affected by different institutional factors (Stephen et al., 2005).  Factors considered so far include credit constraints (Aghion et al., 2007; Evans and Jovanovic, 1989), labour laws (Botero et al., 2004), corporate taxes (Djankov et al., 2008), corruption (Dreher and Grassebner, 2007) and regulation of entry (Djankov et al., 2002). At a more general level, influences on entry can be broadly categorised into two types: internal, or founder-related, and external, or environmental. In relation to internal influences, we know that the entry choice is affected by individuals’ human (Lazear, 2005), social (de Koning, 2003; Minniti and Bygrave, 1999) and financial capital (Dunn and Holtz-Eakin, 2000; Evans and Jovanovic, 1989).  In the great majority of new ventures, the founder’s human and social capital constitute the most valuable, rare, and difficult-to-imitate aspect of the venture’s initial resource endowment, and therefore, the defining aspect of its initial competitive advantage (Davidsson and Honig, 2003). 
In the entrepreneurship and economic literatures, three broad streams have sought to understand why some people and not others recognise and choose to pursue entrepreneurial opportunities. The classical and historically dominant approach in the entrepreneurship literature has emphasised the role of the individual as the central decision-maker and sought answers in individuals’ psychological traits and cognitive biases (Busenitz, 1999; McClelland, 1961; Palich and Bagby, 1995). This tradition has emphasised the risks and uncertainty associated with the entrepreneurial occupational choice and suggested that only individuals with unusually strong achievement motivation and (perhaps cognitively induced) tolerance of risk and uncertainty will self-select for entrepreneurship. Within this tradition, the context of the individuals is of lesser or even marginal importance, because entrepreneurs are considered to be predominantly driven by intrinsic motivations. While dominating the early decades of entrepreneurship research, this stream has not achieved notable success in identifying potential entrepreneurs or explaining variance in self-employment decisions across populations (Gartner, 1988).
The sociological stream of entrepreneurship research has sought to explain the entrepreneurial occupational choice as the individual’s response to institutional pressures to conform (Aldrich, 1979; Aldrich and Fiol, 1994; DiMaggio and Powell, 1983; Hwang and  Powell, 2005; Sørensen, 2007; Thornton, 1999). In this tradition, entrepreneurs are seen as responding to isomorphic pressures created by and expressed in social and behavioural norms. While this stream naturally allows for variance in entrepreneurship rates across social groups, this variance is primarily seen as being induced by non-economic factors. Rational calculations of economic utility are only of secondary importance for the entrepreneurial choice, as individuals tend toward the socially desirable and normatively appropriate option.
The economic literature on occupational choice provides a different perspective to the study of entry into entrepreneurship (Blanchflower and Oswald, 1998; Douglas and Shepherd, 2000; Evans and Jovanovic, 1989; Lazear, 2005; Murphy et al., 1991). This literature tends to emphasise differences with respect to individual’s endowments of human, social and financial capital, and it considers individuals as rational beings who seek to maximise their economic and non-pecuniary utility associated with occupational choice (Blanchflower and Oswald, 1998; Douglas and Shepherd, 2002). But, as Jovanovic (1994) pointed out, this does not necessarily mean that those with the greatest capacity to be entrepreneurs will become entrepreneurs. Because individuals seek to maximise utility, their decisions will be influenced by institutional factors that regulate the distribution of profits between different stakeholders, and thus, the accumulation and appropriability of returns to entrepreneurial efforts (Autio and Acs, 2010; O'Brien et al., 2003). Thus, depending on how institutional conditions influence the distribution of profits between, e.g., entrepreneurs and employees, individuals with strategic inalienable assets might decide to be either entrepreneurs or employees. In a utility-maximisation perspective, the entrepreneurial choice is ultimately determined by considerations of factors that influence the ability of individuals to generate and appropriate returns to their human, social and financial capital.
We suggest that the occupational choice literature provides a useful theoretical anchoring for the study of entrepreneurial occupational choice as an individual-level strategic decision. It also fits well with recent work on the interface between entrepreneurship and strategy that applies strategic thinking to explore the nature of entrepreneurial opportunity (Alvarez and Barney, 2007; Gartner et al., 2008). The assumptions of rationality and utility maximisation associated with investments of human, social and financial capital permit the consideration of the entrepreneurial occupational choice as a strategic individual choice rather than one driven by psychological traits, behavioural compulsions or social conformity pressures. On the one hand, the potential financial payoffs of pursuing the entrepreneurial route are larger, if more volatile, than the returns to wage employment (Lazear and Moore, 1984). On the other hand, investments of human, social and financial capital to entrepreneurship tend to be exclusive and pre-empt alternative uses (Cassar, 2006; Davidsson and Honig, 2003). Such investments therefore carry important opportunity costs, and there is some evidence to suggest that such opportunity costs may grow higher over time because of the effect of the entrepreneurial occupational choice on the further development of the individual’s human and social capital (Eisenhauer, 1995; Hamilton, 2000; Jacobs, 2007). Because of such self-reinforcing opportunity costs, the choice to enter entrepreneurship is not to be taken lightly and without due consideration of alternative pursuits.
The strategic entrepreneurship literature can enrich the occupational choice perspective in several ways. To Stevenson and Gumpert (1985) and Stevenson and Jarillo (1990), for example, an opportunity is a future state (or situation) which is perceived by the entrepreneur as both “feasible” and “desirable”. In assessing these two necessary conditions, the entrepreneur will not just conduct risk-return calculations but also consider whether the necessary resources can be marshalled to get to the desired future state. Gartner et al. (2008, p. 305) note that a critical aspect of this decision-making process is “controllability”. Aspects of the environment may be perceived as uncontrollable threats to the feasibility of the desired future state, and these may be taken into account in the strategic decision-making process.
Strategy is about choosing between possible future states and devising a way of getting to the desired future state, taking into account one’s context (Porter, 1996). In the entrepreneurship literature, very similar language has been used to describe how entrepreneurs perceive opportunities (Gartner et al., 2008; Stevenson and Gumpert, 1985; Stevenson and Jarillo, 1990). Indeed, at the nascent entrepreneurial stage and around start-up, after an initial opportunity has been spotted but before the organisation has developed routines and some identity, the entrepreneur and the firm are effectively one and the same. Thus, in the sense in which we portray the entrepreneurial occupational choice above, the entrepreneurial entry choice can be highly strategic for the individual. However, there are many instances when new business creation may not be strategic. Necessity-based entry is by definition entry for survival rather than strategic reasons (Bosma et al., 2009). Many individuals choose to become self-employed because they wish to be independent, rather than because they have calculated that they can be more financially successful (Cassar, 2006; 2007). We would not classify such entry choices as strategic, since they are not based on economic utility calculations. High-potential entrepreneurs, in contrast, are typically individuals who face attractive employment choices in the labour market (Autio, 2007). For high-potential entrepreneurs, the decision to start a business is a highly strategic choice between the financial rewards of employment and self-employment (Minniti and Bygrave, 1999; Verheul et al., 2002). 
Regulatory Burden and Entry into Entrepreneurship
Some institutions may have a greater impact on the entry decision of potential strategic entrepreneurs than on non-strategic entrepreneurs, because they affect perceived payoffs rather than entry per se. In our hypothesis development, we focus specifically on whether and how regulatory burden and the rule of law might affect the decision of an individual to become a strategic entrepreneur, as well as the relative prevalence of strategic entrepreneurs in the overall national pool of entrepreneurs.
In the light of signalling theory, regulatory burden should exercise a significant influence on all types of entrepreneurial entry, but particularly so for strategic entrepreneurial entry. Signalling theory (Spence, 1973; 1974) is particularly appropriate to modelling individual behaviour in the presence of incentives or penalties imposed by a third party, and where there is scope for deception due to asymmetric information. The theory has previously been used in studies of finance for entrepreneurship (e.g. Busenitz et al., 2005; Janney and Folta, 2003; Kleer, 2008; Leland and Pyle, 1977) and reputation building by entrepreneurial ventures (Honig et al., 2006; Iacobucci, 2004; Reuber and Fischer, 2005; 2009). This theory rests on two fundamental premises. The first is that the signal must evoke a specific action on the part of the receiver if it is to be of value to the sender.  The second follows from this: to evoke a desired action, the signal must not only be understood by the receiver, but it must be interpreted as a credible signal. These insights have led to research in many fields on the quality or ‘honesty’ of signals and the demonstration of honesty through investment in signals that are costly to produce (e.g., Fearon, 1997; Thomas, 2002). 
Signalling theory offers considerable potential for understanding the strategy-entrepreneurship interface, because it helps explain how actors entering an uncertain, unfolding and competitive landscape can discover a stable equilibrium through learning from signals transmitted by other actors (Spence, 1974, p. 108). In the following we consider the potential signalling effects of three major types of regulatory burden on entrepreneurs: regulation of entry, labour regulations, and regulation of exit. From a signalling perspective, if regulation of entry is stringent, government can be considered to be signalling to potential strategic entrepreneurs that new independent economic activity is subject to a penalty. Such signals would not necessarily matter much for non-strategic entrepreneurs such as necessity-driven entrepreneurs and the self-employed, as these are more concerned about survival and entry barriers rather than entry penalties (Bosma et al., 2009). For strategic entrepreneurs, however, employment choice considerations would have different implications (Evans and Jovanovic, 1989; Minniti and Bygrave, 1999). Because strategic entrepreneurs are concerned with trade-offs and opportunity costs associated with allocations of their own human capital (Cassar, 2006, 2007), the signal sent by stringent regulations will influence their economic calculations regarding the choice between employment and self-employment. Supporting this notion, Cassar (2006) found that nascent entrepreneurs with high-growth aspirations tended to experience high opportunity costs with entrepreneurial activity, and Cassar (2007) showed that high-growth entrepreneurs place more importance on financial success than non growth-oriented nascent entrepreneurs. 
The signal sent by stringent entry regulations is reinforced by the need of high-growth entrepreneurs to formally register their ventures. Again, this is a less significant consideration for the smallest, non-strategic businesses, as these do not need to formally register in many countries, and they can therefore escape the rigorous application of stringent regulations. Indeed, van Stel et al. (2007) found that time and cost to register did not affect general entry, while Djankov et al. (2002) and Loayza et al. (2005) found that countries with strict entry regulations had the largest informal economies. On the other hand, for growing ventures, registration becomes increasingly necessary with firm size, making it more difficult for them to fly under the radar. As an organisation grows, the principals take on more obligations unless they incorporate as a limited liability company. Overall, thus, burdensome regulation of entry may have a disproportionate effect on potential strategic entrepreneurs: strategic entrepreneurs may need the protection that registration may offer, and therefore must pay the price of regulation or decline to enter. In summary, while regulation of entry might affect both non-strategic and strategic entrepreneurs’ entry decisions, it will do so in different ways, and the effect on strategic entrepreneurs is likely to be stronger the more burdensome the regulations.
Labour regulations also matter for entrepreneurs, and strategic entrepreneurs in particular. One crucial aspect of considering whether a prospective entrepreneur’s desired future state is feasible is whether the necessary human resources can be marshalled (Leung et al., 2006). Strict labour regulations can create rigid labour pools that are difficult for new entrants to access. They can create special problems for strategic entrepreneurs, who often require high-quality employees that are likely to have a high status and good jobs (Stuart and Sorenson, 2003). In a highly regulated labour market, high-quality individuals may see a high risk in leaving a secure job because of the difficulty of getting back to a similar job if something goes wrong. Equally, from the strategic entrepreneur’s view, if labour regulations make firing people costly and time-consuming, this signals a large penalty for hiring mistakes. Therefore, strict labour regulations reduce the feasibility of the entrepreneurial option for strategic entrepreneurs while being less relevant to lifestyle entrepreneurs who tend to have few, if any, employees. Consistent with the above, Klapper et al. (2007) found that labour regulations had a dampening effect on general entry in labour-intensive industries.  
Finally, the regulation of exit can affect strategic and non-strategic entrepreneurs in different ways. If regulations make it difficult for strategic entrepreneurs to harvest their ventures (through sale or public offerings, for example) or to close down their ventures if the desired future state is no longer feasible, this will influence the opportunity costs of strategic entrepreneurial entry. Conversely, since non-strategic entrepreneurs do not aim to maximise harvest value, exit regulations are unlikely to constitute an equally significant part of their decision-making process. There is some evidence to support these propositions: Armour and Cumming (2006, 2008) showed that the ‘investor friendliness’ of an economy, as measured by the European Venture Capital Association, was a significant determinant of venture capital investment to entrepreneurial firms, and also of fundraising and exit activity by venture capitalists. They also found that tough bankruptcy laws were associated with lower demand for venture capital and private equity by entrepreneurial firms.
Summarising, we have proposed that three types of regulation send signals that influence the entry considerations of both strategic and non-strategic entrepreneurs: entry, labour, and exit regulations. In all three cases, similar conclusions have been reached: these regulations should have a greater, adverse, effect on strategic entrepreneurial entry than on non-strategic entrepreneurial entry. Therefore, we predict:
Hypothesis 1a: The lighter the regulatory burden, the higher the prevalence of non-strategic entrepreneurial entry.
Hypothesis 1b: The lighter the regulatory burden, the higher the prevalence of strategic entrepreneurial entry. 
Hypothesis 1c: The lighter the regulatory burden, the higher the relative prevalence of strategic entrepreneurial entry in all entrepreneurial entry.
Rule of law and entry into entrepreneurship
In the previous section, we laid out the general reasons why the regulatory regime should affect both the quantity and quality of entrepreneurial activity in the economy. In this section, we propose that how regulations are enforced matters too, for two reasons; first, because the rule of law determines the potential for expropriation of entrepreneurs’ property rights, and second, because if rule of law does not prevail, regulations will simply be ignored. 
	As Coase (1960) pointed out, the essence of transactions is the exchange of property rights rather than goods. Without clear title, transactions become subject to expropriation by more powerful agents (Besley, 1995; Laeven and Woodruff, 2007). In the language of entrepreneurship, without a mechanism to enforce clear property rights, a productive entrepreneur’s desired future state becomes risky. Lack of enforceable property rights also reduces incentives to explore possible opportunities, creating a vicious cycle of missed opportunities instead of a positive feedback loop of learning (Foss and Foss, 2008).  
Potential strategic entrepreneurs, being initially weak but with considerable capital at stake, need to ensure that they can protect their property rights. Strategic investment in property, such as machinery or brands, is at risk where rule of law is weak. A potential strategic entrepreneur or an investor would have more to lose than a potential survival entrepreneur in such circumstances, and investment in strategic entrepreneurship would be less likely under such conditions (Aidis and Adachi, 2007). Therefore, we predict:
	Hypothesis 2a: The stronger the rule of law, the higher the prevalence of non-strategic 	entrepreneurial entry. 
Hypothesis 2b: The stronger the rule of law, the higher the prevalence of strategic entrepreneurial entry.
Hypothesis 2c: The stronger the rule of law, the higher the relative prevalence of strategic entrepreneurial entry in all entrepreneurial entry.
Rule of law as a moderator of regulation effects
Finally, we propose that the rule of law may have a moderating effect on regulation. If the rule of law is strong, then regulations are likely to be obeyed in the country. If the rule of law is weak, however, a potential entrepreneur could discount the regulation signal as not credible and therefore ignore it in their decision-making. This point has not been previously made in the literature on institutions and entrepreneurship, although signalling theorists in fields as disparate as international relations (Fearon, 1997) and animal behaviour (Thomas, 2002) recognise the need to incur costs to demonstrate the credibility of a signal. In the case of strategic entrepreneurship, we see rule of law as a highly visible cost that some, but not all, governments undertake to ensure credibility of their signals. Investment in an open legal system of policing, trial and punishment, with attendant costly rituals, is a way of ensuring that the signal - the regulation - is interpreted by the receiver as honest. Governments have an opportunity cost of investing tax income in the rule of law. They could invest in an army instead, for example, and rule by military force, or siphon the money off to private accounts and rule by corruption and bribery.
Consider four possible combinations of regulatory burden and rule of law strength: light/ weak, heavy/weak, heavy/strong and light/strong. If the regulatory burden is light and rule of law is weak, there will be few opportunities for officials to siphon off entrepreneurial rents, but prospective entrepreneurs will be deterred by their inability to enforce ownership and exchange of title. If the regulatory burden is heavy and rule of law is weak, this provides an opportunity for corruption and bribery to siphon off entrepreneurial rents2 – and deter entry. Since, due to their ambitious goals, strategic entrepreneurs will be more visible and more likely to interact with government officials than non-strategic entrepreneurs, they are more likely to be regulated and thus more susceptible to rent-seeking. If the regulatory burden is heavy and rule of law is strong, strategic entrepreneurs must incorporate the regulation penalty into their entry calculations. While they gain from an absence of corruption, they lose by paying the regulation penalty. Finally, if the regulatory burden is light and rule of law is strong, strategic entrepreneurs pay no penalty, either for regulation or for corruption. All the other combinations are inferior to this one, particularly for strategic entrepreneurs. Therefore, we predict:
Hypothesis 3a. Rule of law and regulatory burden interact such that the lighter the burden of regulatory burden and the stronger the rule of law, the higher the prevalence of non-strategic entrepreneurial entry.
Hypothesis 3b. Rule of law and regulatory burden interact such that the lighter the burden of regulatory burden and the stronger the rule of law, the higher the prevalence of strategic entrepreneurial entry.
Hypothesis 3c. Rule of law and regulatory burden interact such that the lighter the burden of regulatory burden and the stronger the rule of law, the higher the relative prevalence of strategic entrepreneurial entry in all entrepreneurial entry.
There is empirical evidence to support our arguments above for entrepreneurial entry in general. Dreher and Grassebner (2007) found high corruption to be associated with reduced entrepreneurial entry. Fisman and Svensson (2007) presented evidence that corruption lowers growth rates of firms. Kaplan et al. (2007, p. 35) observed that, in a study conducted in Mexico, “…bureaucrats try to find any minor non-compliance in order to extract bribes.” Djankov et al. (2002) found a correlation of .68 between number of procedures for starting a business and corruption, supporting the tollbooth theory of the public choice school, which argues that more procedures and longer delays facilitate bribe extraction. One could also argue that higher fees facilitate bribe extraction provided the bureaucrat can lower the cost of the fee to the entrepreneur. On the other hand, high costs and delays might drive the entrepreneur underground, and indeed Djankov et al. (2002) found a strong association between regulation and the size of the underground economy, controlling for national wealth per capita. There is no evidence in the current literature, however, to support our arguments on strategic entrepreneurship – on the contrary, the findings of Bowen and De Clercq (2008) and Ho and Wong (2006) do not support our hypotheses. Next, we turn to our empirical data and method.
METHODOLOGY
Data
Our main statistical tests employed five years of country-level panel data from the Global Entrepreneurship Monitor (GEM) research consortium. In addition, alternative proxies for institutional conditions enabled us to use a nine-year time series for robustness checks. GEM is the largest ongoing research consortium collecting individual- and national-level data on the incidence, determinants, and outcomes of entrepreneurial activity in nations. It collects micro survey data annually in participating countries to produce harmonised cross-national datasets with micro-level data on entrepreneurial attitudes, activities, and aspirations. Since 1998, it has carried out annual population and expert surveys in over 60 countries (Minniti et al., 2006; Reynolds et al., 2005). This dataset forms a unique and distinctive set of internationally comparative data on national-level entrepreneurial activity.
While widely referred to by economic policy-makers, the GEM data is also increasingly used in econometric research (Ardagna and Lusardi, 2008; Dreher and Gassebner, 2007). Strictly harmonised data collection methods across the participating countries ensure high quality of data (Reynolds et al., 2005). The data is collected annually by national survey vendors under the supervision of national teams, with core measures unchanged since 1998. Over 70% of all country-year samples of adult population survey data have been collected by means of telephone surveys, using stratified random sampling and multiple weighting procedures to ensure good population representativeness. In some countries, where telephone surveys cannot be applied, face-to-face interviews have been carried out using multi-stage randomised cluster sampling designs3. The careful data collection design produces high-quality data, as shown by numerous reliability checks. Examples include: a comparison by Reynolds et al. (2005) of GEM’s estimates of new firms’ birth rates against US New Firm Census and Eurostat data; a comparison by Acs et al. (2008) of GEM’s indices of  nascent and new business activity against the World Bank’s Entrepreneurship Survey dataset, which records national-level data on formal registrations of limited liability companies; and Ardagna and Lusardi’s (2008) comparison of GEM data against the Flash Eurobarometer Surveys from 2002 to 2004. 
The strength of the GEM dataset for our purposes is that it measures genuine entrepreneurial intentions, activities and growth aspirations of representative populations of adult-age individuals, in a reliable and internationally comparable manner, both before and after the actual launch of the new start-up. Firm-level data on business registrations, while providing more comprehensive industry coverage, is of limited applicability for the study of growth aspirations. Many business registrations are carried out by corporations, not individuals, and for motivations other than the creation and growth of novel business activity. Furthermore, the threshold for business registrations varies greatly across countries. Particularly in heavily regulated low-income countries, much of entrepreneurial activity remains in the informal sector, and outside the scope of business registry statistics. 

Dependent Variables
For our dependent variables, we compiled a nine-year panel of GEM countries, covering years from 2000 to 2008. While the usable GEM time series extends to 9 years, the main statistical tests of our hypotheses employ GEM data from 2004 onwards. For validation analyses and robustness checks, the full 9-year time series was used. 
GEM identifies three types of entrepreneurs. Nascent entrepreneurs are individuals who are in the process of trying to start a firm. These individuals would have done something tangible during the 12 months preceding the interview to prepare the launch of a new start-up firm. The individual concerned would plan to become an active owner-manager of the start-up, which must not have paid salaries to anyone for more than 3 months. New entrepreneurs are owner-managers of entrepreneurial start-ups, as defined above, which have been in existence for more than 3 months but not more than 42 months. Established entrepreneurs are owner-managers of entrepreneurial firms which have been in existence for longer than 42 months. Because our analysis focused on entry, we used a combined measure of nascent and new entrepreneurial activity, known as total early-stage entrepreneurial activity (TEA). 
We ran our regressions on three dependent variables. Based on the pooled data of over 900,000 adult-population interviews, we computed the GEM Total early-stage Entrepreneurial Activity (TEA) index for each country and year. The TEA index indicates the percentage of working age adults (18 – 64 years old) in the country who are classified as either nascent or new entrepreneurs. Because TEA incorporates any type of entrepreneurial activity (including self-employment attempts), the bulk of the activity captured by this index consists of low-growth or no-growth entrepreneurship. In developing countries, much of this will be survival early-stage entrepreneurship, while in developed countries lifestyle entrepreneurship will dominate. In the GEM data, some 40% of all start-up attempts do not expect to employ any individuals outside the founding team within five years’ time (Autio, 2007).
In the GEM dataset, only 10% of all identified start-up attempts expect 20 or more jobs within five years’ time, and these start-up attempts are responsible for some 75% of the cohort’s expected total job creation (Autio, 2007). Because of the skewness of the growth expectation distribution, we operationalised the strategic entrepreneurial activity rate (STEA) as the percentage of working-age adults who are classified as either nascent or new entrepreneurs and who expect to employ 20 or more employees within five years’ time4. This measure captures the most ambitious 10% of the early-stage entrepreneurial population. Previous work has shown that these individuals tend to have higher education and income, are more likely to be male and are also slightly older than other entrepreneurs (Autio, 2007). This is precisely what we would expect to find in a cohort of individuals with relatively attractive choices in the labour market. Their decision to engage in entrepreneurship is therefore more likely to be strategic than survival-driven or lifestyle-driven.
	We calculated the non-strategic entrepreneurial activity rate, NSTEA, using the formula: [NSTEA= TEA – STEA]. The relative incidence of strategic entrepreneurial activity, rSTEA, was calculated using the formula: [rSTEA = STEA / TEA]. The relative incidence, rSTEA, provides an indication of the anatomy, rather than population-level prevalence (or volume), of strategic entrepreneurship in a country. The absolute and relative prevalence variables provide us with two alternative perspectives on entrepreneurial entry and entrepreneurial growth motivation. The absolute prevalence variables provide us with an indication of the overall prevalence of strategic and non-strategic entrepreneurial entry. The relative prevalence variable provides a view on the effect of regulations and rule of law on strategic entrepreneurial entry relative to their effect on other types of entrepreneurial entry. Because all our dependent variables were left- and right-bounded (i.e., varied between 0 and 1), we used a natural logarithm of the absolute and relative prevalence variables in our analysis. We also ran the same regressions using the non-transformed values and obtained essentially the same results.
Predictor Variables
For our main predictor variables we used data from the World Bank Governance Indicators and Doing Business projects (Djankov et al., 2002; Kaufmann et al., 2007; World Bank, 2004, 2007). The World Bank [Ease of] Doing Business (EDB) project collects a wide range of indicators, including regulations on starting a business, dealing with construction permits, employing workers, registering property, getting credit, protecting investors, paying taxes, trading across borders, enforcing contracts, and closing a business. The EDB dataset covers years from 2004 onwards.
While all of the above indicators are potentially relevant to our research question, the measures of regulation of entry, labour and exit are of particular interest, as highlighted in our hypotheses. We therefore used the World Bank EDB data to create a composite index – a Regulatory Burden Index (RBI) – that reflected the pertinent aspects of the institutional environment, as highlighted in our theory. The RBI index comprised four items related to entry regulations, four items related to labour regulations, and one item related to exit regulations. The entry regulations were: (a) the number of procedures required to start a new business; (b) the length of time required to register a new business; (c) percentage of average annual income required to pay business registration fees; and (d) the minimum capital requirement for a domestically-owned limited liability company (indicated as percentage of average annual income). The labour regulations were: (a) the difficulty of hiring index, (b), rigidity of hours index, (c) difficulty of redundancy index, and (d) the cost of redundancy index. Finally, the measure of ease of closing a business is expressed as the recovery rate in bankruptcy. While this measure provides only a relatively narrow view into the ease of exit, the recovery rate in bankruptcy nevertheless exercises important influence on the ease of exit and is likely to impact individuals’ entry considerations (Seung-Hyun et al., 2007). Bankruptcy recovery rate is an important contributor to the leniency of a country’s bankruptcy laws, which has been shown empirically to be positively associated with entrepreneurial entry rates (Armour and Cumming, 2008; Lee et al., 2010; Peng et al., 2010).  Following the World Bank method, we computed the composite RBI index as the average of each country’s percentage ranks for each of the nine components. The resulting index value ranged from 0 to 1, with higher values indicating more favourable regulations – i.e., less regulatory burden. The World Bank approach has the advantage that the index is standardised against all other countries and indicates a given country’s regulatory burden relative to others. As prospective strategic entrepreneurs are likely to be aware of the stringency of their country’s regulatory burden relative to similar others, we can expect them to include relative regulatory burden in their occupational choice considerations.
The nine-component RBI index is used as the main proxy of the regulatory environment affecting entrepreneurial entry in the country. It is therefore necessary to point out the limitations of this index. To provide comparability across countries, the Ease of Doing Business data is restricted to a ‘standardised’ company that performs general industrial or commercial activities; operates in the country’s largest city by population; does not participate in cross-border trade; is a domestically owned limited liability company; rents business premises, employs from 5 to 50 employees within the first month of operation, has a turnover of up to 10 times start-up capital, and does not qualify for investment incentives (Djankov et al., 2002). Thus, the EDB data focuses on more substantial start-up attempts than most start-ups captured by the GEM data. Therefore, we verified our findings using an alternative proxy of the regulatory environment: the ‘Regulatory Quality’ index, as derived from World Bank’s Governance Indicators database (Kaufmann et al., 2007). This change did not materially affect the findings reported here.
Our theory suggests that the effect of regulations on new business activity will be moderated by the degree to which regulations are respected in the country. To measure this effect we used the Rule of Law Index (RLI), as computed by the World Bank’s Governance Indicators project. Computed similarly to the Regulatory Quality index, this index measures the degree to which agents have confidence in and abide by the rules of society, as well as the quality of contract enforcement, the police, and the courts, and also the likelihood of crime and violence (Kaufmann et al., 2007). This index was available for years 2000 to 2008 with a gap for year 2001. The average country-level variability of this index was 6.5% of the overall range of index values within the dataset, so we imputed missing values for this index. The imputation did not affect the results.


Control Variables
We controlled a number of influences in the analyses. The GEM research shows that the level of a given country’s economic development has a significant effect on the nature of its entrepreneurial activity (e.g., van Stel et al., 2005). We therefore controlled the country’s GDP per capita (purchasing power parity), as well as GDP (PPP) per capita squared to capture any curvilinear effects. This data was obtained from the International Monetary Fund datasets. Following the practice of Bowen and de Clercq (2008), Dreher and Grassebner (2007), and Freytag and Thurik (2007) we also included a dummy (=1) for transition economies, which in the GEM dataset included China, India, Russia, Latvia, Hungary, Croatia, and Slovenia.
A country’s economic expansion may significantly affect new business activity. We therefore controlled for the change in GDP from previous year to current year. This lag is consistent with GEM’s practice of measuring active attempts to start a new firm during the preceding 12 months. As another proxy of economic expansion we controlled population growth during the previous year. Both of these indicators were computed from IMF data.
Countries dominated by scale-intensive industries may offer fewer niches for entrepreneurial start-ups. There is no straightforward way of measuring industry structure from this perspective, however. We controlled industry structure by using GEM’s index of established entrepreneurship in the country. This index provides the adult-population prevalence of owner-managers who are involved in businesses older than 42 months, and it is derived from GEM’s adult-population survey.

Statistical Analysis
Given that the World Bank Ease of Doing Business data was only available for years from 2004 onwards, our analysis period is limited to years from 2004 to 2008 in the GEM dataset. For these years we had a total of 54 countries available for analyses, with an average of 34 countries observed each year. To check the robustness of our analyses, we also used alternative data and alternative periods, as detailed above. We also ran a simple pooled regression using the World Bank’s Ease of Doing Business (EDB) index for years from 2004 onwards, thus ignoring the panel structure in the data. These robustness checks did not reveal major differences in the pattern of the results indicated here. Our main results concern years 2004 to 2008, and they employ exclusively the RBI index, as reported in Table III.
Our dataset consisted of an unbalanced panel data with a broad and relatively short structure, with several predictor variables and relatively short time series (maximum six years). Given that we are interested in the effect of institutional conditions on the prevalence rate of entrepreneurial activity, possible low variability in these conditions was a plausible concern. To verify that the use of panel regression techniques was appropriate (as opposed to simple OLS regression using a pooled dataset), we examined the amount of variance within our institutional condition variables. We computed the ratio between the range of country-level time series for each index (i.e., the maximum value for the index for a given country over the time series minus the minimum value), divided by the range of the entire dataset for the same index (i.e., the maximum value for the index for the entire dataset minus the minimum value). This ratio showed how much country-level variance there was relative to the overall variance in the dataset. (As our set of countries was highly heterogeneous, there was significant cross-country variability for all index values in the dataset.)  Table II shows the range ratios for the RBI index, Rule of Law index and Regulatory Quality index and confirms that the variability of the index values was non-trivial. On average, the country-level variability of the RBI index was 8.6% of the range of the values for this index over the entire dataset, and the maximum country-specific variability was 39.6%. This is significant variance. The average country-level variability for the Rule of Law and Regulatory Quality indices was 6.5% and 9.2%, respectively. We therefore chose to employ panel regression to analyse the dataset.
We used the Baltagi-Wu test for our regression statistics to check the need to control for serial autocorrelation (Baltagi and Wu, 1999). Because the Baltagi-Wu test provides an appropriate statistic for unbalanced panel data, it is recommended instead of the more commonly used Durbin-Watson test, which may be sensitive to gaps in the panel structure. There are no exact critical values for the Baltagi-Wu test in the literature, but values ‘much smaller than 2’ are suggestive of the need to correct for serial autocorrelation (Wincent et al., 2009). No autocorrelation was apparent in our data. The Hausman test consistently suggested that the random-effects specification provided a better fit for the data, and this specification was used throughout. Finally, we computed the condition number to check the potential for multicollinearity (Belsley et al., 1980). None of the variable combinations used breached the commonly applied collinearity threshold of 15 for pooled datasets.
To check the robustness of our regression analyses, we also employed alternative predictor variables. We used the World Bank’s Regulatory Quality index as an alternative proxy for the regulatory environment. We also extended the Ease of Doing Business index data series to 2000 by replicating the 2003 value for years 2000 – 2002. These checks corroborated the robustness of our findings. During our analysis we also tested numerous alternative proxies, such as the GEM expert survey measure of regulations and the Index of Economic Freedom indices for business freedom, trading freedom, and freedom from corruption, respectively, and also individual measures of different entry, labour and exit regulations that contribute to the overall RBI index (not reported here). Our findings proved robust against specification changes in the regressions. 
RESULTS
Appendix 1 shows country-level descriptives. Table I shows the correlation matrix. Table II shows the variability ratios that indicate the level of change in institutional conditions. Table III shows the panel correlation tests of our theoretical model, without and with interaction terms. Validation analyses using alternative proxies for regulations are available from the authors.
	In the correlation matrix, we can see that both non-strategic and strategic entrepreneurship rates have a curvilinear association with GDP per capita (see also Table III). Also, GDP change is positively associated with both. As expected, both the rule of law index and the regulatory burden index are positively associated with GDP per capita, with stronger rule of law and less regulatory burden observed for developed economies. However, collinearity was not indicated as problematic by the regression tests.
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As can be seen in model 1 of Table III, the RBI index is directly and positively associated with the non-strategic entrepreneurship rate, supporting hypothesis H1a. The Rule of Law (RLI) index is negatively and almost significantly associated with the non-strategic entrepreneurship rate (p<0.10). This result is contrary to hypothesis H2a. The interaction term is not significantly associated with the non-strategic entrepreneurship rate, indicating that ease of doing business is not associated with new non-strategic business entry when the rule of law is strong. Hypothesis H3a is therefore not supported. As regards control variables, note that the non-strategic entrepreneurship index shows a negative curvilinear association with GDP per capita. This is as expected, as less wealthy countries have higher rates of necessity entrepreneurship. The established entrepreneur rate shows a strong association with the non-strategic entrepreneurship rate. Other control variables are not significant.
In model 2 of Table III, the associations with the working-age population prevalence of strategic entrepreneurial entry are shown. Strategic entrepreneurial entry is significantly associated with GDP change, indicating the effect of economic climate on entry decisions. A direct, statistically significant association can be observed for the RBI index and strategic entrepreneurship rate, supporting H1b (p<0.001): the lighter the regulatory burden, the greater the rate of strategic entrepreneurial entry. Rule of Law has no direct effect, thus H2b is not supported. It is noteworthy, though, that the non-significant association has a negative sign. The interaction term is positive and significant (p<0.05), indicating that ease of doing business is more strongly associated with strategic entrepreneurial entry when the rule of law is strong. Hypothesis 3b is therefore supported.
Model 3 of Table III shows the associations with the ratio between strategic and non-strategic entry (i.e., the relative prevalence of strategic entrepreneurs within the overall pool of entrepreneurs). For this ratio, we can observe similar effects as for strategic entrepreneurial entry. The RBI index is strongly and positively associated with the ratio of strategic entrepreneurs to all entrepreneurs, thus supporting hypothesis H1c. Rule of law does not have a direct effect on this ratio, thereby failing to provide support for H2c. However, the interaction between the RBI and RLI indices is indicated as a positive influence on the ratio of strategic entrepreneurs of all entrepreneurs, supporting hypothesis H3c. 

DISCUSSION
Using employment choice theory, signalling theory, and entrepreneurial entry theory drawn from both the strategy and entrepreneurship literature, we developed a set of hypotheses on the effect of regulatory burden and rule of law on strategic and non-strategic entrepreneurship entry rates. After controlling for other influences, we found that regulations reduce strategic entrepreneurial entry in countries in which the rule of law is strong. In other words, rule of law, while not having a direct effect on entry, moderates the influence of regulation on strategic entrepreneurship entry rates. For non-strategic entry rates, the effects of regulation appear to be weaker, and a significant interaction effect is not evident in all the tests we ran. 
Our contribution is two-fold: theoretical and empirical. First, we have advanced theory on institutions and entrepreneurship by considering how regulation and rule of law interact to affect entry rates of strategic and non-strategic entrepreneurs. This explanation incorporates previous empirical findings on corruption and property rights, which we see as components of the extent of rule of law. As Uslaner (2005, p. 20) and others have argued, “the key to less corruption is an effective system of property rights and the rule of law.” 
Second, our finding of a moderating influence of rule of law on the effect of regulation contributes a new dimension to a growing empirical literature and confirms that compliance costs and ‘red tape’ reduce the prevalence strategic entrepreneurial activity, particularly in countries where rules cannot be bypassed through bribery. We suggest that the reason why we found an effect of regulation on high-expectation entrepreneurial activity where some previous researchers, including Bowen and De Clercq (2008), have not, is that we tested for institutional effects on entry with larger panel data sets on the dependent variable and objective, comparative measures of regulation as independent variables.  A further reason is that we conceptualised the effect of rule of law as a moderator of regulation, not just as a direct effect. 
Significance of the findings for theory 
Since the findings support our hypotheses (with the exception of the direct effect for rule of law), and do so using the longest panel database available thus far, this work contributes to the literature on regulation and entry by confirming the trend of previous work on regulatory burden on entrepreneurship in general and adding a richer explanation by demonstrating the interaction effect of rule of law on the relationship between regulatory burden and entrepreneurial activity.  Our work shows that institutions interact in measurable ways and suggests that if theory is to guide empirical work, it must develop more sophisticated portrayals of institutional effects. We have only considered the interaction of two institutions in this paper. Many more remain to be explored. 
Our findings support the notion of high-potential entrepreneurship as being essentially strategic in nature. Prospective high potential entrepreneurs have a choice: they can create a new venture or be employed. In making that choice, the entrepreneurial option must not just be desirable, which is the main focus of the occupational choice literature. It must also be perceived as feasible (Stevenson and Gumpert, 1985; Stevenson and Jarillo, 1990).   
Significance of the findings for policy
Our findings have several implications for policy. Entrepreneurial and new ventures face disproportionately high compliance costs, because their small initial size makes it costly for them to maintain compliance functions internally. For industry incumbents, whose large size permits a greater degree of internal specialisation and the maintenance of a larger administrative function in absolute terms, compliance costs are less significant. Bureaucracy and red tape hamper entrepreneurial growth and divert scarce resources of potentially high-growth entrepreneurial firms away from their core business. Regulations, then, can adversely affect the prevalence and anatomy of entrepreneurial activity, particularly in countries in which the rule of law is respected.
Strategic entrepreneurs comprise a small percentage of a nation’s nascent and new entrepreneurs, yet they expect to create most of the jobs that will be produced by their cohort of entrepreneurs (Autio, 2007). They are the individuals who will do most to revitalise entrepreneurship in a country. This is why governments need to learn more about potential strategic entrepreneurs and how they decide whether a desired future state is feasible or not. This involves learning what signals potential strategic entrepreneurs pay attention to. Armed with this knowledge, governments might be able to rebalance their regulation portfolio to signal to prospective strategic entrepreneurs that they will not be unduly penalised, while maintaining their obligations to limit abuse of customers, employees and citizens by corporations. 
Specifically, our findings suggest that it is important to consider carefully the likely effect of changing second-order institutional factors such as regulation of entry, labour, or exit. National policymakers are under intense pressure from the World Bank “Doing Business” league tables to lower regulatory barriers to entry (Arrunada, 2007). But changing a second-order institutional factor such as regulation of entry may bring little lasting effect if a first order factor like rule of law, which is a reflection of deep-seated societal norms, remains weak (Kaplan et al., 2007).  Policymakers need to consider their country’s position on regulatory burden and rule of law if they are to release latent entrepreneurial activity.  
If policymakers are working within a regime in which tight regulation is a reflection of societal norms and in which rule of law is respected, it may be difficult to get societal consensus on regulatory reform. In the short term, policymakers can consider ways of encouraging potential strategic entrepreneurs to pursue their opportunity through intrapreneurship (Nielsen et al., 1985; Pinchot, 1985). Intrapreneurship, while less risky than entrepreneurship, still involves undertaking personal risk, including loss of status and damage to one’s career (Bosma et al., 2010). Policymakers could learn more about the role of intrapreneurs in revitalising the entrepreneurial function in their society, and at the very least, recognise their contribution. Intrapreneurs are less visible than entrepreneurs, and by honouring intrapreneurs, policymakers can chip away at the bias to inertia in many established organisations. 

Significance of the findings for potential strategic entrepreneurs
Our findings have several implications for potential strategic entrepreneurs. One option might be to become an “institutional entrepreneur” (Battilana, 2006; Garud et al., 2007; Maguire et al., 2004). Institutional entrepreneurs do not accept their context as given, but seek to change it. Another option is to move to a regime where regulatory burden is weak and rule of law is strong, all other things being equal. It is striking that the cluster of countries with this combination is almost wholly composed of the UK and its former colonies, including Australia, Canada, Ireland and the US. The Netherlands is the only country in this cluster that does not have a strong Anglo-Saxon legal and economic heritage. A further option is to create new ways of organising that mitigate the negative effects of regulations, for example, adopting a distributed, out-sourcing business model. Finally, there is the option of intrapreneurship. We consider this option further below.
Significance of the findings for existing organisations
Strategic entrepreneurs tend to be employed at the time of entry into entrepreneurship (Autio, 2007). Therefore they represent a loss, and possibly a strategic threat, to their former employer. Employers can turn this potential threat into an opportunity. This may be easier to do in high regulation regimes, where more potential strategic entrepreneurs believe their desired future state to be unfeasible, due to high regulatory burdens. In an established organisation of sufficient scale, most of these burdens can be alleviated. For example, a new product/market can be explored within a corporation’s existing legal structure. Individuals can be temporarily seconded from other parts of the organisation. Corporate resources, much of it in the form of organisational slack (Cyert and March, 1963; Nohria and Gulati, 1997), can be borrowed. There is some evidence that this already happens. Bosma et al. (2010) found in a study of 11 countries that intrapreneurship (employees developing new business activities – as opposed to businesses – for their employer) and entrepreneurship were negatively correlated at the macro level. 
Our results suggest that corporate managers in light regulation, high rule of law regimes are most at risk of losing entrepreneurial vitality and generating potential competition through unsponsored spinoffs. While prospective strategic entrepreneurs are less likely to be deterred by regulations in such regimes, they may encounter other difficulties, including (perhaps especially – see Jacobides and Winter, 2007) raising sufficient funding or accessing physical resources to conduct development work or commence operations. One strategic solution that could benefit both parties is for the employer to take a real option on the spinoff through a corporate venturing programme (McGrath, 1997; see also Doh and Pearce, 2004 for an application of this concept to a different strategic threat). The employer has insider knowledge on the founder, facilitating due diligence. Its financial stake, which could be relatively small, is a means of watching the potential threat from the inside. The result could be a strategically-managed knowledge “spilling” (Agarwal et al., 2007) back to the parent organisation.
Limitations
Our data suffers from some weaknesses that might account for some of the findings. First, we omitted two possible intervening variables from our statistical analysis. The GEM model proposes that the immediate drivers of entrepreneurial activity are the extent to which individuals perceive opportunities exist to start a business and the extent to which they perceive themselves to have the skills, knowledge and experience to start a business (Bosma et al., 2008; Reynolds et al., 2005). Institutional effects should, in theory, influence the level of these variables in a country, and it is their levels (strictly speaking, whichever is in least supply) which in turn influence the rate of entrepreneurial activity. We suggest that institutional variables act on individual perceptions of opportunity and capability and it is these perceptions that in turn influence behaviour, i.e. entry. Further work might find ways of including these perceptual variables, which are available at the individual level in the GEM database, in statistical analyses that focus on the effect of other institutional variables on entrepreneurship.
Our main predictor variable (regulatory burden) is based on estimates of the effect of regulation on a new business that resembles a strategic rather than a survival or lifestyle entrepreneurial venture. This could explain why the effect of regulation appears to be higher for strategic entry than for non-strategic entry. However, when we used a different measure of the quality of regulations in general, we found no effect at all on non-strategic entry, which suggests that our finding might not be an artefact of the way the RBI Index is constructed.

Conclusions and Implications for Further Research
In this article, we have shown that strategic behaviours are influenced by institutional conditions. A great deal remains to be done to understand institutional effects on strategic entrepreneurial activity across countries, and thereby to understand better why certain individuals switch from being employees to managing their own new ventures. For example, further work could examine the effect of each of the components of the index in further detail. Preliminary analysis, not reported here, suggests interaction effects between regulation and Entrepreneurial Capacity and Entrepreneurial Opportunity. It has been argued that women face special barriers to entrepreneurship, such as legitimacy and access to funding (Murphy et al., 2007). Repeating the analysis for male and female entrepreneurship rates, separately, might show that regulation has different effects on entrepreneurial entry for males and females (Ardagna and Lusardi, 2010). Repeating the analysis for start-ups in different industries or technology levels could also reveal different effects. While we have chosen to study entry, an analysis of the effect of regulation and rule of law on exit rates could also be fruitful. Finally, further investigation of the extent to which strategic entrepreneurship and intrapreneurship are substitutable under different regulatory regimes could explain why some countries with relatively low rates of strategic entrepreneurship and high regulation remain powerful economies.
NOTES
1. Cassar also found that the importance of financial success was the only career reason of nascent entrepreneurs to be significantly associated with subsequent actual sales and employment levels, while the importance of independence was negatively associated with subsequent employment levels. 
2. With Uslaner (2005), we see corruption as one of several relevant consequences of weak rule of law. It is for this reason that we employ rule of law, rather than corruption, as a predictor.
3. During early years of the panel, some countries also employed quota sampling, but this approach was subsequently dropped.
4. In the data there were a number of unrealistically high job expectation figures. We carefully examined the shapes of job expectation distributions and determined that any start-up attempt expecting more than 996 jobs could be set to zero without biasing the distribution.
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Table I		Correlation Matrix
	 
	 
	1
	2
	3
	4
	5
	6
	7
	8
	9
	10

	1
	Transition country dummy
	
	
	
	
	
	
	
	
	
	

	2
	GDP per capita (ppp)
	-0.252
	
	
	
	
	
	
	
	
	

	3
	GDP per cap (squared)
	-0.246
	0.477
	
	
	
	
	
	
	
	

	4
	GDP change
	0.323
	-0.500
	-0.072
	
	
	
	
	
	
	

	5
	Population growth
	-0.353
	-0.184
	0.284
	0.189
	
	
	
	
	
	

	6
	Established e-ship rate
	-0.195
	-0.330
	0.080
	0.198
	0.264
	
	
	
	
	

	7
	Rule of law index
	-0.218
	0.867
	0.324
	-0.498
	-0.198
	-0.291
	
	
	
	

	8
	Regulatory burden index
	-0.301
	0.640
	0.347
	-0.405
	0.005
	-0.215
	0.672
	
	
	

	9
	Non-strategic entrepreneurs rate (log)
	-0.138
	-0.452
	0.120
	0.360
	0.351
	0.695
	-0.440
	-0.176
	
	

	10
	Strategic entrepreneurs rate (log)
	-0.028
	-0.123
	0.147
	0.362
	0.175
	0.250
	-0.122
	0.145
	0.606
	

	11
	Strategic entrepreneurs ratio of all entrepreneurs (log)
	0.085
	0.217
	0.092
	0.167
	-0.065
	-0.261
	0.206
	0.328
	-0.058
	0.759





Table II	Variability Ratios of Institutional Conditions*
	
	RBI
	RLI
	RegQual

	range/mean, %
	8.6%
	6.5%
	9.2%

	max
	39.6%
	24.0%
	38.4%

	min
	1.2%
	1.2%
	2.7%



* RBI: Regulatory Burden Index; RLI: Rule of Law Index; RegQual: Regulatory Quality Index. Variability ratio is computed as the range (max – min) of country-level values for each index divided by the cross-country range for the same index.  Average country-level variability ratios are shown in the table, as well as the country-specific maximum and minimum values of this ratio.

Table III	Institutional Effects on Non-strategic, Strategic, and Relative Prevalence of Strategic Early-Stage Entrepreneurial Activity

	 
	Model 1
	Model 2
	Model 3

	 
	Non-strategic entrepreneurship rate (log)
	Strategic entrepreneurship rate (log)
	Ratio between strategic and non-strategic rate (log)

	Controls
	 
	 
	 
	 
	 
	 

	Transition economy
	-0.142
	-0.142
	-0.0169
	-0.0140
	0.135
	0.137

	GDP per capita ppp
	-2.19e-05***
	-2.26e-05***
	-7.68e-06
	-1.03e-05
	1.46E-05
	1.26e-05

	GDP per cap. (squared)
	9.33e-10***
	8.95e-10***
	5.75e-10
	4.31e-10
	-3.41e-10
	-4.50e-10

	GDP change
	0.0132
	0.0108
	0.122***
	0.113***
	0.111***
	0.104***

	Population growth
	5.820+
	5.293
	1.922
	-0.123
	-3.639
	-5.186

	Established e-ship rate
	7.285***
	7.182***
	4.137+
	3.722+
	-3.13+
	-3.453+

	Predictors
	 
	 
	
	
	 
	 

	Rule of law index (RLI)
	-0.0940+
	-0.0908+
	-0.143
	-0.131
	-0.0571
	-0.0485

	Regulatory burden index (RBI)
	0.630**
	0.662**
	2.083***
	2.217***
	1.474***
	1.575***

	 
	 
	 
	
	
	 
	 

	RLI*RBI
	 
	0.239
	
	0.931*
	 
	0.704*

	 
	 
	 
	
	
	 
	 

	Constant
	-3.148***
	-3.152***
	-7.278***
	-7.302***
	-4.170***
	-4.188***

	Observations
	173
	173
	170
	170
	170
	170

	Number of years
	5
	5
	5
	5
	5
	5

	R2 (overall)
	0.667
	0.670
	0.271
	0.289
	0.261
	0.276

	R2 (within)
	0.667
	0.670
	0.278
	0.296
	0.265
	0.280

	R2 (between)
	0.674
	0.673
	0.141
	0.107
	0.715
	0.762

	Obs per group: max
	40
	40
	39
	39
	39
	39

	Obs per group: average
	34.60
	34.60
	34
	34
	34
	34

	Obs per group: min
	31
	31
	30
	30
	30
	30

	1-tailed significances (controls 2-tailed)
	
	
	
	
	

	*** p<0.001, ** p<0.01, * p<0.05, + p<0.1
	
	
	
	
	

	GLS coefficients (unstandardized)
	
	
	
	
	




Appendix 1 Sample descriptives*
	Country
	
	GDP per cap
	GDP chg
	PopGro
	Estab entre
	EDB
	RegQual
	RuLaw
	NSTEA
	STEA
	RSTEA

	
	
	
	
	
	
	
	
	
	
	
	

	Argentina
	mean
	10583.65
	3.892222
	0.009846
	0.0765288
	0.394667
	-0.59831
	-0.54598
	0.129551
	0.011819
	0.091313

	
	s.d.
	2217.571
	7.429128
	0.000417
	0.0332537
	0.054957
	0.384459
	0.229974
	0.036395
	0.004704
	0.028261

	
	n
	9
	9
	9
	9
	6
	9
	9
	9
	9
	9

	Australia
	mean
	31821.55
	3.248889
	0.012751
	0.0893809
	0.964167
	1.629253
	1.771887
	0.120635
	0.010949
	0.087956

	
	s.d.
	3791.248
	0.648372
	0.00097
	0.0068727
	0.017812
	0.088652
	0.029333
	0.019184
	0.004861
	0.028977

	
	n
	9
	9
	9
	7
	6
	9
	9
	7
	7
	7

	Austria
	mean
	33556.24
	2.137778
	0.004616
	0.0446892
	0.551083
	1.57588
	1.844585
	0.038192
	0.003295
	0.074937

	
	s.d.
	3868.619
	1.051472
	0.002075
	0.0099817
	0.06861
	0.041482
	0.034738
	0.020593
	0.003151
	0.042094

	
	n
	9
	9
	9
	2
	3
	9
	9
	2
	2
	2

	Belgium
	mean
	31043.15
	2.09
	0.005356
	0.0329812
	0.609833
	1.368369
	1.467738
	0.035104
	0.002094
	0.061736

	
	s.d.
	3437.714
	1.057296
	0.001715
	0.0187023
	0.128082
	0.099405
	0.042678
	0.006144
	0.001062
	0.028761

	
	n
	9
	9
	9
	9
	6
	9
	9
	9
	9
	9

	Brazil
	mean
	8402.909
	3.581111
	0.014366
	0.0889008
	0.385167
	0.130818
	-0.37841
	0.133812
	0.006039
	0.043959

	
	s.d.
	1078.859
	1.657426
	0.000547
	0.0350384
	0.037698
	0.160136
	0.068131
	0.02737
	0.002975
	0.015602

	
	n
	9
	9
	9
	9
	6
	9
	9
	9
	9
	9

	Canada
	mean
	33815.07
	2.743333
	0.01056
	0.052271
	0.976
	1.566978
	1.784596
	0.0896
	0.011007
	0.12206

	
	s.d.
	3776.393
	1.125833
	0.001282
	0.0118806
	0.011411
	0.048461
	0.054666
	0.012407
	0.004167
	0.045255

	
	n
	9
	9
	9
	6
	6
	9
	9
	6
	6
	6

	Chile
	mean
	11757.95
	4.362222
	0.012332
	0.0635019
	0.6573
	1.433677
	1.176956
	0.134074
	0.017941
	0.131662

	
	s.d.
	1854.987
	1.15783
	0.001288
	0.0175435
	0.063516
	0.030054
	0.020961
	0.028493
	0.006725
	0.028704

	
	n
	9
	9
	9
	6
	5
	9
	9
	6
	6
	6

	China
	mean
	3843.082
	9.785556
	0.005893
	0.1124066
	0.252583
	-0.32618
	-0.42714
	0.139598
	0.017845
	0.124312

	
	s.d.
	1222.684
	1.102215
	0.00069
	0.0267881
	0.102002
	0.090789
	0.036907
	0.020885
	0.007714
	0.037187

	
	n
	9
	9
	9
	5
	6
	9
	9
	5
	5
	5

	Colombia
	mean
	5625.516
	4.235556
	0.016507
	0.1190953
	0.452417
	0.078168
	-0.76454
	0.232407
	0.028243
	0.120948

	
	s.d.
	868.0142
	1.927201
	0.000827
	0.0200601
	0.139405
	0.097908
	0.153049
	0.011169
	0.005661
	0.018083

	
	n
	9
	9
	9
	3
	3
	9
	9
	3
	3
	3

	Croatia
	mean
	12641.96
	4.615556
	0.001185
	0.0336915
	0.417792
	0.343288
	0.049147
	0.056387
	0.005375
	0.090361

	
	s.d.
	2460.369
	0.882838
	0.004951
	0.010939
	0.06573
	0.164012
	0.048923
	0.023293
	0.002862
	0.021736

	
	n
	9
	9
	9
	7
	6
	9
	9
	7
	7
	7

	Czech Republic
	mean
	19532.48
	4.393333
	0.000664
	0.0521534
	0.55025
	0.999072
	0.742941
	0.078456
	0.009987
	0.127293

	
	s.d.
	3841.146
	1.703394
	0.002298
	.
	0.023335
	0.116833
	0.036781
	.
	.
	.

	
	n
	9
	9
	9
	1
	2
	9
	9
	1
	1
	1

	Denmark
	mean
	32720.81
	1.86
	0.00322
	0.0482311
	0.7765
	1.790616
	1.893479
	0.056501
	0.006219
	0.11038

	
	s.d.
	3779.195
	1.295512
	0.000807
	0.0083543
	0.031794
	0.102677
	0.066169
	0.008643
	0.002314
	0.039058

	
	n
	9
	9
	9
	9
	6
	9
	9
	9
	9
	9

	Ecuador
	mean
	6166.634
	4.298889
	0.010955
	0.0997196
	0.2366
	-0.76126
	-0.82703
	0.231636
	0.014933
	0.06082

	
	s.d.
	955.0608
	1.879391
	0.021605
	0.0169905
	0.044069
	0.25889
	0.169406
	0.053081
	0.00815
	0.024733

	
	n
	9
	9
	9
	3
	5
	9
	9
	3
	3
	3

	Finland
	mean
	29872.57
	3.256667
	0.005527
	0.0859939
	0.73375
	1.797969
	1.884987
	0.058035
	0.004124
	0.069839

	
	s.d.
	4326.65
	1.284776
	0.010178
	0.0116762
	0.056022
	0.090156
	0.020721
	0.012026
	0.002315
	0.035339

	
	n
	9
	9
	9
	9
	6
	9
	9
	9
	9
	9

	France
	mean
	29704.66
	1.922222
	0.00613
	0.016885
	0.857458
	1.098285
	1.330795
	0.044129
	0.002412
	0.050778

	
	s.d.
	2903.891
	0.873324
	0.00063
	0.0051638
	0.153808
	0.075855
	0.036749
	0.014901
	0.001622
	0.034424

	
	n
	9
	9
	9
	9
	6
	9
	9
	9
	9
	9


Appendix 1 (continued)
	Germany
	mean
	30108.59
	1.416667
	-5.7E-05
	0.0416898
	0.503167
	1.508161
	1.72859
	0.052265
	0.005886
	0.109239

	
	s.d.
	3245.511
	1.210867
	0.001311
	0.0055522
	0.078327
	0.056605
	0.038702
	0.010003
	0.002289
	0.032262

	
	n
	9
	9
	9
	8
	6
	9
	9
	8
	8
	8

	Greece
	mean
	24266.79
	4.23
	0.00198
	0.1171549
	0.212958
	0.892581
	0.724812
	0.070857
	0.001443
	0.019009

	
	s.d.
	4240.512
	0.460136
	0.000576
	0.0462475
	0.072113
	0.077293
	0.070522
	0.015773
	0.001522
	0.017563

	
	n
	9
	9
	9
	6
	6
	9
	9
	6
	6
	6

	Hong Kong
	mean
	33668.15
	5.163333
	0.004173
	0.0359446
	0.904
	1.77183
	1.266847
	0.048989
	0.007797
	0.172768

	
	s.d.
	6811.774
	2.853266
	0.003907
	0.0137835
	0.034954
	0.128403
	0.209778
	0.033699
	0.004045
	0.06094

	
	n
	9
	9
	9
	4
	4
	9
	9
	4
	4
	4

	Hungary
	mean
	15900.6
	3.751111
	-0.00221
	0.0461027
	0.4148
	1.119864
	0.78518
	0.061731
	0.003092
	0.047353

	
	s.d.
	2787.272
	1.308104
	0.000647
	0.0187562
	0.139527
	0.077086
	0.049482
	0.027303
	0.002387
	0.025429

	
	n
	9
	9
	9
	7
	5
	9
	9
	7
	7
	7

	Iceland
	mean
	32939.36
	3.842222
	0.012662
	0.0788555
	0.781167
	1.571887
	1.964393
	0.11512
	0.013198
	0.113629

	
	s.d.
	4790.696
	2.647776
	0.016557
	0.012714
	0.035687
	0.081508
	0.062822
	0.011691
	0.003923
	0.028158

	
	n
	9
	9
	9
	7
	6
	9
	9
	7
	7
	7

	India
	mean
	2063.062
	7.182222
	0.017497
	0.0896127
	0.449917
	-0.24681
	0.098312
	0.11298
	0.00228
	0.021712

	
	s.d.
	496.1532
	2.131155
	0.005776
	0.0473313
	0.077031
	0.081314
	0.059811
	0.034739
	0.001886
	0.019084

	
	n
	9
	9
	9
	6
	3
	9
	9
	6
	6
	6

	Indonesia
	mean
	3096.293
	5.212222
	0.013223
	0.1614707
	0.2105
	-0.46502
	-0.84105
	0.192846
	0.002837
	0.014713

	
	s.d.
	537.7315
	0.831622
	0.00026
	.
	0.0099
	0.170476
	0.10817
	.
	.
	.

	
	n
	9
	9
	8
	1
	2
	9
	9
	1
	1
	1

	Ireland
	mean
	36439.56
	5.42
	0.017597
	0.066707
	0.861167
	1.741058
	1.639673
	0.078865
	0.008938
	0.109331

	
	s.d.
	5272.647
	1.985088
	0.004485
	0.0256134
	0.084126
	0.101859
	0.081804
	0.0271
	0.004144
	0.045008

	
	n
	9
	9
	9
	9
	6
	9
	9
	9
	9
	9

	Israel
	mean
	22266.62
	3.786667
	0.020323
	0.036013
	0.7985
	0.972242
	0.819807
	0.061099
	0.008091
	0.135762

	
	s.d.
	2727.626
	3.068774
	0.002599
	0.0155343
	0.034117
	0.099793
	0.098649
	0.007615
	0.002247
	0.046148

	
	n
	9
	9
	9
	6
	3
	9
	9
	6
	6
	6

	Italy
	mean
	27608.55
	1.275556
	0.003828
	0.0461191
	0.527125
	0.914985
	0.624385
	0.052408
	0.00313
	0.061181

	
	s.d.
	2303.895
	1.113565
	0.003254
	0.0163526
	0.072451
	0.084286
	0.192311
	0.017982
	0.001626
	0.02964

	
	n
	9
	9
	9
	9
	6
	9
	9
	9
	9
	9

	Jamaica
	mean
	6858.023
	1.578889
	0.006649
	0.0912107
	0.811625
	0.238543
	-0.56705
	0.156262
	0.002995
	0.019166

	
	s.d.
	737.3349
	0.645958
	0.005542
	.
	0.079661
	0.047031
	0.061303
	.
	.
	.

	
	n
	9
	9
	9
	1
	4
	9
	9
	1
	1
	1

	Japan
	mean
	29340.42
	1.704444
	0.001027
	0.0565015
	0.55275
	0.965253
	1.364293
	0.02833
	0.002401
	0.069276

	
	s.d.
	3498.001
	0.981544
	0.001015
	0.0197917
	0.211992
	0.214549
	0.049511
	0.013344
	0.002635
	0.055973

	
	n
	9
	9
	9
	9
	6
	9
	9
	9
	9
	9

	Jordan
	mean
	4087.659
	5.846667
	0.022731
	0.2153848
	0.339813
	0.282742
	0.391729
	0.182597
	0.005313
	0.029096

	
	s.d.
	685.6216
	1.363305
	0.005454
	.
	0.031966
	0.098737
	0.098511
	.
	.
	.

	
	n
	9
	9
	9
	1
	4
	9
	9
	1
	1
	1

	Latvia
	mean
	12408.69
	8.19
	-0.00516
	0.0417864
	0.58625
	0.966137
	0.442056
	0.060527
	0.009206
	0.150186

	
	s.d.
	3929.521
	2.516516
	0.003304
	0.0117171
	0.208724
	0.136843
	0.128277
	0.010657
	0.00263
	0.023433

	
	n
	9
	9
	9
	4
	4
	9
	9
	4
	4
	4

	Malaysia
	mean
	11124.09
	5.491111
	0.018701
	0.0672159
	0.67975
	0.505048
	0.478319
	0.110897
	0.003811
	0.034361

	
	s.d.
	1824.334
	2.180037
	0.001909
	.
	0.006364
	0.078937
	0.081151
	.
	.
	.

	
	n
	9
	9
	9
	1
	2
	9
	9
	1
	1
	1

	Mexico
	mean
	11133.32
	2.871111
	0.010946
	0.0282374
	0.551688
	0.39577
	-0.46539
	0.112715
	0.002887
	0.019966

	
	s.d.
	1302.738
	2.106113
	0.001346
	0.0146726
	0.062983
	0.040048
	0.083572
	0.0593
	0.004577
	0.021357

	
	n
	9
	9
	9
	5
	4
	9
	9
	5
	5
	5


Appendix 1 (continued)
	Netherlands
	mean
	34027.8
	2.073333
	0.006106
	0.054897
	0.862875
	1.825754
	1.740878
	0.049267
	0.004634
	0.093962

	
	s.d.
	3664.708
	1.305469
	0.004417
	0.0131214
	0.120194
	0.102174
	0.013783
	0.007147
	0.002882
	0.051762

	
	n
	9
	9
	9
	8
	6
	9
	9
	8
	8
	8

	New Zealand
	mean
	23270.35
	3.237778
	0.012306
	0.0976253
	0.7979
	1.684042
	1.85095
	0.155403
	0.014026
	0.091248

	
	s.d.
	2731.812
	1.161839
	0.004579
	0.0152442
	0.156537
	0.077988
	0.062827
	0.020201
	0.003307
	0.025424

	
	n
	9
	9
	9
	5
	5
	9
	9
	5
	5
	5

	Norway
	mean
	46190.83
	2.612222
	0.005329
	0.067403
	0.511667
	1.33657
	1.937682
	0.082606
	0.006178
	0.0752

	
	s.d.
	5774.66
	0.951969
	0.001575
	0.0088078
	0.213894
	0.161937
	0.066505
	0.008473
	0.002064
	0.026945

	
	n
	9
	9
	9
	8
	6
	9
	9
	8
	8
	8

	Peru
	mean
	6323.56
	5.286667
	0.015456
	0.1246547
	0.380125
	0.182832
	-0.66902
	0.329884
	0.021438
	0.064633

	
	s.d.
	1204.606
	2.659967
	0.000201
	0.0308401
	0.141184
	0.12028
	0.074643
	0.083772
	0.006412
	0.00821

	
	n
	9
	9
	9
	4
	4
	9
	9
	4
	4
	4

	Philippines
	mean
	2841.856
	5.218889
	0.021472
	0.1878468
	0.3095
	-0.07255
	-0.55363
	0.204363
	0.004351
	0.02129

	
	s.d.
	443.7059
	1.563501
	0.003692
	.
	0.036416
	0.113043
	0.06313
	.
	.
	.

	
	n
	9
	9
	8
	1
	2
	9
	9
	1
	1
	1

	Poland
	mean
	13194.73
	4.158889
	-0.00193
	0.0491627
	0.370917
	0.704254
	0.422685
	0.071026
	0.00563
	0.071007

	
	s.d.
	2567.973
	1.884399
	0.001995
	0.0300058
	0.075621
	0.051946
	0.141253
	0.023353
	0.003943
	0.037824

	
	n
	9
	9
	9
	3
	3
	9
	9
	3
	3
	3

	Portugal
	mean
	19722.49
	1.428889
	0.005579
	0.0628334
	0.573833
	1.130216
	1.102194
	0.064947
	0.002752
	0.03507

	
	s.d.
	1608.137
	1.253978
	0.001978
	0.0157748
	0.266826
	0.105909
	0.126573
	0.024248
	0.002532
	0.030654

	
	n
	9
	9
	9
	3
	3
	9
	9
	3
	3
	3

	Russia
	mean
	11216.63
	7
	-0.00467
	0.0123904
	0.630417
	-0.46987
	-0.93716
	0.038843
	0.006067
	0.149643

	
	s.d.
	2954.407
	1.573213
	0.001602
	0.0026407
	0.075148
	0.162235
	0.062971
	0.01451
	0.003277
	0.032498

	
	n
	9
	9
	9
	5
	3
	9
	9
	5
	5
	5

	Singapore
	mean
	40695.05
	5.717778
	0.018799
	0.0294789
	0.903333
	1.858116
	1.675885
	0.055011
	0.009278
	0.166456

	
	s.d.
	7575.986
	3.855849
	0.015456
	0.0104312
	0.052381
	0.061431
	0.154651
	0.011508
	0.003198
	0.037956

	
	n
	9
	9
	9
	7
	6
	9
	9
	7
	7
	7

	Slovenia
	mean
	22413.97
	4.24
	0.00117
	0.0526856
	0.378792
	0.810136
	0.885299
	0.044905
	0.00543
	0.123073

	
	s.d.
	3904.038
	1.078471
	0.002185
	0.0094889
	0.060745
	0.049482
	0.077377
	0.011222
	0.002237
	0.04728

	
	n
	9
	9
	9
	7
	6
	9
	9
	7
	7
	7

	South Africa
	mean
	8151.779
	4.21
	0.010442
	0.0126724
	0.644417
	0.528086
	0.126711
	0.058199
	0.00416
	0.0686

	
	s.d.
	1324.059
	0.942537
	0.001433
	0.0052066
	0.07214
	0.062189
	0.065982
	0.011365
	0.003075
	0.041973

	
	n
	9
	9
	9
	7
	6
	9
	9
	7
	7
	7

	South Korea
	mean
	20413.34
	5.064444
	0.004522
	0.1111538
	0.51
	0.749663
	0.751347
	0.136496
	0.012503
	0.091792

	
	s.d.
	3735.87
	1.674531
	0.00227
	0.01222
	0.029345
	0.098918
	0.060843
	0.025122
	0.002947
	0.012893

	
	n
	9
	9
	9
	4
	2
	9
	9
	4
	4
	4

	Spain
	mean
	26410.16
	3.433333
	0.014847
	0.0647652
	0.355333
	1.244213
	1.20198
	0.063057
	0.003047
	0.050682

	
	s.d.
	3013.626
	0.888341
	0.003394
	0.0174629
	0.074695
	0.089639
	0.10207
	0.010147
	0.001885
	0.034929

	
	n
	9
	9
	9
	9
	6
	9
	9
	9
	9
	9

	Sweden
	mean
	31527.03
	2.875556
	0.004361
	0.0583366
	0.744042
	1.600036
	1.849904
	0.043951
	0.005213
	0.118166

	
	s.d.
	4160.619
	1.164679
	0.00166
	0.0084717
	0.037223
	0.088351
	0.043476
	0.009329
	0.001668
	0.020107

	
	n
	9
	9
	9
	8
	6
	9
	9
	8
	8
	8

	Switzerland
	mean
	35865.32
	1.956667
	0.002134
	0.0748133
	0.686875
	1.599169
	1.967346
	0.067165
	0.006717
	0.098406

	
	s.d.
	4155.884
	1.327733
	0.000722
	0.0142781
	0.078387
	0.107201
	0.027638
	0.00654
	0.00269
	0.030741

	
	n
	9
	9
	9
	4
	4
	9
	9
	4
	4
	4

	Taiwan
	mean
	24868.86
	4.007778
	0.005457
	0.081887
	0.4985
	1.017752
	0.785009
	0.042702
	0.004467
	0.104609

	
	s.d.
	4293.169
	2.512866
	0.001975
	.
	0.014849
	0.088588
	0.080994
	.
	.
	.

	
	n
	9
	9
	9
	1
	2
	9
	9
	1
	1
	1



Appendix 1 continued
	Thailand
	mean
	6483.618
	5.044445
	0.007867
	0.1639549
	0.69135
	0.252852
	0.123648
	0.208069
	0.008469
	0.04322

	
	s.d.
	1235.085
	1.36523
	0.00458
	0.0351399
	0.063298
	0.122529
	0.178253
	0.055577
	0.007371
	0.035296

	
	n
	9
	9
	9
	4
	5
	9
	9
	4
	4
	4

	Turkey
	mean
	10240.63
	5.116667
	0.01321
	0.0718504
	0.646083
	0.152877
	-0.01224
	0.058721
	0.011826
	0.202578

	
	s.d.
	2205.909
	4.38984
	0.004196
	0.0355391
	0.090603
	0.077591
	0.07784
	0.002566
	0.002344
	0.04807

	
	n
	9
	9
	9
	3
	3
	9
	9
	3
	3
	3

	USA
	mean
	40287.84
	2.312222
	0.00988
	0.0570683
	0.91825
	1.512045
	1.572401
	0.113843
	0.014171
	0.123729

	
	s.d.
	4518.735
	1.155355
	0.000635
	0.0123255
	0.031755
	0.054037
	0.051119
	0.015617
	0.004363
	0.02897

	
	n
	9
	9
	9
	9
	6
	9
	9
	9
	9
	9

	Uganda
	mean
	817.4556
	5.816667
	0.035082
	0.1395906
	0.410125
	-0.09497
	-0.66666
	0.304478
	0.012319
	0.0401

	
	s.d.
	106.9462
	0.879019
	0.001048
	0.0248994
	0.047245
	0.082439
	0.117674
	0.01686
	0.004643
	0.013027

	
	n
	9
	9
	9
	2
	4
	9
	9
	2
	2
	2

	United Kingdom
	mean
	30436.95
	2.638889
	0.00434
	0.0515056
	0.878917
	1.750987
	1.72394
	0.060396
	0.006266
	0.103945

	
	s.d.
	3937.743
	0.718618
	0.001121
	0.0079551
	0.040149
	0.101453
	0.039339
	0.003668
	0.001031
	0.017679

	
	n
	9
	9
	9
	9
	6
	9
	9
	9
	9
	9

	Uruguay
	mean
	9140.502
	2.744444
	-0.00234
	0.0705165
	0.259667
	0.373895
	0.494239
	0.122261
	0.010189
	0.083121

	
	s.d.
	2040.825
	6.9726
	0.021636
	0.0076757
	0.101396
	0.211916
	0.071871
	0.003324
	0.002406
	0.018442

	
	n
	9
	9
	9
	3
	3
	9
	9
	3
	3
	3

	Venezuela
	mean
	9796.157
	4.841111
	0.018885
	.
	0.352167
	-1.0425
	-1.21276
	.
	.
	.

	
	s.d.
	1876.177
	8.693889
	0.003362
	.
	0.053456
	0.433229
	0.219001
	.
	.
	.

	 
	n
	9
	9
	9
	0
	3
	9
	9
	0
	0
	0

	Total
	mean
	19976.57
	3.970782
	0.008707
	0.0639297
	0.600269
	0.812861
	0.696658
	0.087467
	0.007433
	0.088569

	
	s.d.
	12622.22
	2.933698
	0.009631
	0.0368064
	0.236405
	0.785941
	0.966144
	0.059439
	0.005883
	0.049488

	
	n
	486
	486
	484
	292
	249
	486
	486
	292
	292
	292



*GDP per cap: GDP per capita; GDP chg: Annual % change in GDP; Popgro: Population growth; Estab entre: % of established business owner/managers in the working age population: EDB: Ease of Doing Business Index; RegQual: Regulatory Quality Index; RuLaw: Rule of Law Index; NSTEA: natural log of rate of total non-strategic early-stage entrepreneurial activity in the working age population; STEA:  rate of total strategic early-stage entrepreneurial activity in the working age population; rSTEA: relative prevalence of STEA (STEA/STEA+NSTEA)
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