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Abstract

Previous work in symmetry detection for planning has identified symmetries between domain objects and shown how the exploitation of this information can help reduce search at plan time. However these methods are unable to detect symmetries between objects that are almost symmetrical: where the objects must start (or end) in slightly different configurations but for much of the plan their behaviour is equivalent. In the paper we outline a method for identifying such symmetries and discuss how this symmetry information can be positively exploited to help direct search during planning. We have implemented this method and integrated it with the FF-v2.3 planner and in the paper we present results of experiments with this approach that demonstrate its potential.

1 Introduction

Symmetry can arise in a wide range of search problems, including CSPs [10], model-checking [9], automated reasoning [1] and planning [3]. It has been shown (for example by Joslin & Roy 1997 [10] and Fox & Long 1999 [3]) that when such problems feature large-scale symmetric structure the detection and subsequent exploitation of that structure can dramatically reduce the size of the search space and consequent time taken to generate a solution.

A symmetry is a function that maps the structure of a problem onto itself. In other words, a symmetry is an automorphism of the problem definition. In planning problems symmetry can arise from different sources, for example:

- **Object functional equivalence** [3]: where symmetry groups are formed between domain objects that can be substitute for one another in their functional roles within a plan. For example, in a logistics domain which involves transporting packages between locations, the individual packages will be named and distinguished but for those that must start and end at the same location (with no distinguishing features other than their names) then these objects are seen as being functionally equivalent.

- **Object configuration** [10]: where symmetry groups are formed between configurations of objects that are symmetric with one another (this can be seen as a generalisation of the single object functional equivalence).

- **Plan permutation symmetry** [4; 14]: where the symmetry group is formed not between domain objects but between orderings of different plan actions. As an example, suppose that the plans \( \langle A; B; C \rangle \) and \( \langle B; A; C \rangle \) are equivalent. Then the automorphism that makes this symmetry is the mapping which swaps the actions A and B and hence they are seen as symmetrical.

In the work we report here we have focussed on the detection of object symmetries and in particular what we refer to as almost symmetry between domain objects. We were motivated by the observation that for many planning problems valuable object symmetry information is not identified by existing approaches because the domain objects are almost symmetrical. This phenomenon arises in many planning problems where groups of objects begin in slightly different configurations, or are required to reach slightly different configurations, but where the majority of their behaviour is essentially equivalent to the behaviour of the other objects in the group.

To illustrate the idea of almost symmetry, consider the problem of transporting a number of crates from one location to another (as in the Depots domain used in the IPC3 planning competition [11]). Suppose that the crates must all end up at the same place and they all start at the same place but that they begin stacked in several different piles. Any eventual solution plan will involve unstacking the cargoes, loading them onto whatever transport is available and then delivering and unloading them. As noted by Fox and Long in [5], this situation is unfortunate because the fact that the cargoes all start off stacked in different piles means that there is: no symmetry of the single object kind (as exploited by Joslin and Roy [10]), despite the fact that the human observer can see that
there is a high degree of symmetry in the body of the problem. We classify situations like this as almost symmetric because the objects in the domain can be made symmetric by applying an appropriate abstraction to the domain.

An approach proposed by Fox and Long [5] was to solve the abstracted problem and then to add a plan fragment to the beginning of the solution in order to account for the difference between the abstracted initial state and the real initial state. But we have taken a different approach and instead are interested in the local situation of each object in the initial and goal states and seek to abstract out any irrelevant information for that object. For example, suppose we have two crates crate\text{A} and crate\text{B}, both at the top of a stack of crates (these could be at the same or at different locations in the depot world). The local situation of the crates might be described as:

\begin{align*}
\text{CrateA: clear(CrateA) and on(CrateA, ?)} \\
\text{CrateB: clear(CrateB) and on(CrateB, ?)}
\end{align*}

and these crates are viewed as symmetrical because they are both at the top of (some) stack (we’ve used ? to represent the crate that they are stacked on since we aren’t interested in its identity). Their initial state is different to the two crates on the bottom of each stack, Crate\text{Y} and Crate\text{Z}, which could be described as follows:

\begin{align*}
\text{CrateY: on(?,CrateY) and on_pallet(CrateY, ?)} \\
\text{CrateZ: on(?,CrateZ) and on_pallet(CrateZ, ?)}
\end{align*}

At the level of abstraction in which we ignore other information (in this case, the precise location of the crates on the pallets) we can see Crate\text{Y} and Crate\text{Z} as symmetrical in so far as they are both on a pallet with another crate(s) on top. So these objects are seen as almost symmetrical and we reason that we may well need to perform similar operations on these objects during the course of any eventual solution plan.

The remainder of the paper is organised as follows: in section 2 we describe a method for automatically identifying almost symmetries from planning problem descriptions and then in section 3 we look at how this information might be exploited in a target planning system. Section 4 discusses results of experiments carried out using the symmetry information, and in section 5 we look at our goals for future work.

2 Identification of almost symmetries

Our starting point for identifying almost symmetries was the method used by Joslin and Roy [10]: for a given planning problem build a graph representing the object relationships present in the initial and goal states of the problem and then use NAUTY [12], the graph automorphism discovery tool, to identify automorphisms in the graph. The key difference with our approach is the way in which the graph is constructed.

Figure 1 gives an outline algorithm that, given a planning problem, identifies a subset of the almost symmetries of the domain. The algorithm constructs a coloured graph which captures these almost symmetries and then uses NAUTY to find the symmetries of the graph. The symmetries are restricted to domain objects.

As an example, consider the simple blocks world problem shown in figure 2. Firstly the graph will contain vertices corresponding to each of the domain objects:

\begin{itemize}
  \item vertex 0: \textbf{b1}
  \item vertex 1: \textbf{b2}
  \item vertex 2: \textbf{b3}
  \item vertex 3: \textbf{b4}
  \item vertex 4: \textbf{b5}
  \item vertex 5: \textbf{b6}
\end{itemize}

Then the grouping of predicates for each domain object would lead to the following sets for the initial state (where the object name in brackets is the domain object of interest at this vertex):

\begin{itemize}
  \item vertex 6 (b1): \{\text{clear(b1),on(b1,b2)}\}
  \item vertex 7 (b2): \{\text{on(b1,b2),ontable(b2)}\}
  \item vertex 8 (b3): \{\text{clear(b3),on(b3,b4)}\}
  \item vertex 9 (b4): \{\text{on(b3,b4),ontable(b4)}\}
  \item vertex 10 (b5): \{\text{clear(b5),on(b5,b6)}\}
\end{itemize}

1. Begin with the graph \(G\), initially empty. The nodes of \(G\) will be coloured.
2. For each object in the domain, add a vertex to \(G\). Two such vertices \(V_x\) and \(V_y\) will be the same colour if they are the same type.
3. For each object in the domain, collect the set of predicates that it is contained in in the initial state of the problem, and add this set as a vertex to \(G\). Two such vertices \(V_x\) and \(V_y\) are the same colour if
   \begin{enumerate}
     \item (a) the size of the set of predicates is the same
     \item (b) the predicates in the set have the same names
     \item (c) the predicates have the same number and type of arguments
     \item (d) the object of interest is in the same position in the argument (e.g. for object \textbf{b1}, \text{on(b1,b2)} is different to \text{on(b3,b1)})
     \item (e) a vertex for a set of predicates never has the same colour as a vertex for a domain object
   \end{enumerate}
4. For each object in the domain, collect the set of predicates that it is contained in in the goal state of the problem, and add this set as a vertex to \(G\). Criteria for equality of two such vertices are the same as for point 3 above.
5. Once generated, give the graph \(G\) to NAUTY. It will return generators for the graphs automorphism group. We can then restrict the generators to those vertices representing domain objects and hence the result will be groups of symmetrical domain objects.
and the following sets for the goal state:

- vertex 11 (b6): \( \{ \text{on}(b5,b5), \text{ontable}(b6) \} \)
- vertex 12 (b4): \( \{ \text{clear}(b4), \text{on}(b4,b5) \} \)
- vertex 13 (b5): \( \{ \text{on}(b4,b5) \} \)
- vertex 14 (b6): \( \{ \text{clear}(b6), \text{on}(b6,b3) \} \)
- vertex 15 (b3): \( \{ \text{on}(b6,b3) \} \)
- vertex 16 (b1): \( \{ \text{clear}(b2), \text{on}(b2,b1) \} \)
- vertex 17 (b2): \( \{ \text{on}(b2,b1) \} \)

So the corresponding graph which is input to NAUTY is as shown below (where | delimits the different colours):

\[
\begin{align*}
0: & \ 6, 17 \\
1: & \ 7, 16 \\
2: & \ 8, 15 \\
3: & \ 9, 12 \\
4: & \ 10, 13 \\
5: & \ 11, 14 \\
6: & \ 0 \\
7: & \ 1 \\
8: & \ 2 \\
9: & \ 3 \\
10: & \ 4 \\
11: & \ 5 \\
12: & \ 3 \\
13: & \ 4 \\
14: & \ 5 \\
15: & \ 2 \\
16: & \ 1 \\
17: & \ 0
\end{align*}
\]

Also input to NAUTY is the graph colouring information as follows (here the | delimits the different colours):

\[
[0: 5|6, 8, 10|7, 9, 11|12, 14, 16|13, 15, 17]
\]

The output from NAUTY is the generators for the graphs automorphism group. When restricted to domain objects, the output for this problem is:

- vertices 0, 2, 4 or \( \{ b1, b3, b5 \} \)
- vertices 1, 3, 5 or \( \{ b2, b4, b6 \} \)

and this almost symmetry is precisely what we would expect from the input problem. From figure 2 we can see that blocks 1, 3 and 5 will be moved from the (almost) identical position of being on top of a block to being on the bottom of a stack (or at least under some other block) and for blocks 2, 4 and 6 they will all be moved from being at the base of a stack of blocks to being at the top of the stack. This symmetry is said to be “almost” since they start and end in slightly different configurations but we would suppose that any solution plan will need to perform a similar set of operations on these groups of symmetric objects.

3 Exploitation of symmetry information

Using the approach discussed in section 2, we are able to automatically identify useful looking almost symmetries. In this section we will consider how best to exploit this information in order to improve the performance of a target planning system. There are a number of issues to consider here:

- whether to use negative exploitation where the symmetry information is used to prune branches of the search space; or positive exploitation where the symmetry information is used heuristically to decide on which areas of the search space to explore next.

- the type of problem and whether it can be classified as low constrained or highly constrained. For low constrained problems, these problems may become large but they will never (or seldom) require backtracking because of the lack of constraints in the problem space. In such problems it is unlikely that negative exploitation of symmetry (ie pruning) could be of any help. On the other hand, for highly constrained problems where there is a high density of failure (ie bad choices) using symmetry information in a negative way is likely to be a very good strategy since it makes it less likely for the planner to repeat earlier bad choices.

- the type of planner that we are interested in: optimal planners such as Graphplan [2] are often forced to backtrack because they are searching for an optimal plan and for such a planner the most promising strategy would be to use symmetry information negatively to prune branches of the search space (this is the approach taken by Fox and Long [3]). But for non optimal planners, such as state space planners like FF [7] an approach that uses positive exploitation looks promising.

Based on this apparent “good fit” between positive exploitation of symmetry information and non optimal planning we decided to investigate this combination in our experimental evaluation and the actual planning system that was chosen was ff-v2.3 [7; 6]. But we also identified a relationship between the constrained-ness of the problem domain and the efficacy of positive exploitation and hence we will include a range of problem domains in the experiments to test this behaviour. Our hypothesis would be that positive exploitation would be less useful in highly constrained domains such as Freecell which feature dead ends and a high density of failure.

In our implementation we explored a simple strategy where the symmetry information was used as a heuris-
tic guide for selection between proposed action choices. During plan generation FF performs a forward state space search and at each stage proposes actions to apply at the current state. We amend FF’s action selection strategy to favours actions that helped in earlier plans for symmetrical objects, in other words the heuristic is to:

... prefer actions that “involve” objects that are symmetrical to objects that have appeared in actions earlier in the plan ...

This is consistent with our earlier comments that if we know that objects are (almost) symmetrical in the context of a particular plan then we will have to perform a similar set of operations on them.

This heuristic is straightforward to implement in FF. At each stage during plan generation we have a current plan which consists of the actions applied so far to get from the initial state to the current state. At this stage a set of possible next actions are proposed by FF. We can bypass its usual action selection strategy by favouring those which feature objects that are symmetrical to any that have appeared in actions in the plan so far. For each action we can simply keep a count of the number of symmetrical objects, breaking any ties by using FF’s standard action selection strategy.

To illustrate the use of the symmetry information in ff-v2.3, consider a Depots problem (pfile3 in the IPC3 test set) where the following objects are found to be symmetric:

\{pallet1, pallet2\}
\{crate4, crate5\}
\{hoist0, hoist1\}

and at some intermediate point during plan generation the plan so far will be:

\{(drive(truck1,distributor0,depot0)),
drive(truck1,depot0,distributor1),
drive(truck0,depot0,distributor1),
\lift(hoist2,crate5,crate2,distributor1),
\load(hoist2,crate5,\text{truck1,distributor1})\}

Here the set of actions proposed by FF are:

\{drive(truck1,depot0,distributor0),
drive(truck1,depot0,distributor1),
drop(hoist2,crate2,pallet2,distributor1),
\lift(hoist0,crate1,\text{pallet0,depot0}),
\lift(hoist1,\text{crate4,crate3,distributor0})\}

and the highest rated symmetrical action, and hence the action selected for application next, is

\lift(hoist1,\text{crate4,crate3,distributor0})

because the action appears in the plan so far and also it contains an object that is symmetrical with another object in that action (\text{crate4}). So it can be seen that our strategy is forcing the planner to commit earlier to actions that have proved successful earlier for symmetrical objects (ie we needed to lift up \text{crate5} and it may be a good idea to do the same thing with \text{crate4}).

We tested this strategy in a series of experiments (see section 4) and the results are promising. But there are more sophisticated ways of using this information and we return to discussion of this in section 5.

4 Experimental Results

In this section we include results of some experiments that compare the performance of the planner ff-v2.3 [7; 6] with a version of the same planner that uses symmetry information as a positive heuristic in deciding which action to apply next. We’ll call this planner ff-v2.3+symm. For the domains: depots, driverlog, freecell and rovers these problem sets are from the IPC3 [11] domains repository and the numbers down the left hand side of the tables are the problem numbers. We also included results for some randomly generated gripper problems and here the left hand column of the table, B-G, gives the number of balls and the number of grippers respectively. For each planner we have included the number of states expanded, the overall CPU time taken to generate a solution and the length of the plan. We used a 100 second time cut-off for CPU time and use a - to show that the planner failed to solve the problem within that time limit. For ff-v2.3+symm, in the time column, we have included in brackets the time taken for the symmetry pre-processing.

Table 1 shows the results for the Depots domain. We observe that in about half of the problem instances ff-v2.3+symm expands fewer states to find a solution to the problem. But the behaviour is most interesting in those problems which appear to be harder for ff-v2.3 (for example problems 10, 12, 15 and 20). For these problems, both the number of states expanded and the overall CPU time is greatly reduced with the use of symmetry information. It can also be seen that the time for pre-processing the symmetry information remains consistently low across the set of problems.

The results for the Driverlog domain (see table 2) show a slightly different picture. For most of the problems that ff-v2.3+symm managed to solve there was a reduction in the number of states that were expanded but in most cases the reduction was slight and was certainly not sufficient to improve the overall time taken to solve the problem instance. How can we explain this? Is it the case that there is little opportunity to exploit symmetry in this domain? In this domain the idea of looking at the local characteristics of each object fails to yield much useful information. For example, for pfile9 the locations of the packages (package1, ..., package6) are initially

\at(package1,s2)
\at(package2,s1)
\at(package3,s3)
\at(package4,s0)
\at(package5,s1)
\at(package6,s1)

and the local properties of these objects in the goal is:

\at(package1,s3)
\at(package2,s2)
The potential of using almost symmetry is shown in the results for the Freecell domain shown in table 3. Here, there is a reduction in the number of states expanded in most of the instances that are solved by ff-v2.3+symm (and this manages to solve 1 more instance than the base planner). And for some instances (see for example, problems 9, 10, 13, 15 and 17) the reduction is quite dramatic both in terms of the number of states and the overall time taken to generate the solution (including time taken to identify symmetries which remains consistently low). This is what we would expect since this domain features the sort of local almost symmetry that we are interested in: for example for cards that are in the middle of a column (e.g. in the midst of a stack) we will have to do a similar series of things to get it to its home position.

However, in some instances the use of the symmetry information can seriously degrade performance (e.g. problems 7, 8, 14 and 16). How can we explain this behaviour? This may be because this problem domain is quite a highly constrained domain and it may indicate that in some cases the positive exploitation fails to avoid bad choices that could lead to dead ends.

The picture from the results in the Rovers domain (table 4) is very encouraging. Here there is an improvement in the number of states expanded in half of the instances and this improvement becomes more marked as the problem instances increase in size. Also, encouraging is the observation that the use of symmetries doesn’t degrade performance in the problem instances from the IPC3 test set.

Finally, we ran some experiments in the gripper domain to illustrate the impact of symmetry on performance of FF-v2.3, the results are shown in table 5. In the table the problem sizes are given as B-G where B is the number of balls and G is the number of grippers. The results do suggest that the performance of FF-v2.3 degrades as we increase the number of grippers and especially when the number of grippers is greater than the number of balls. This suggests that if is spending considerable time reasoning about the redundant symmetrical gripper arms as choices for moving the balls
Table 3: Freecell Experimental Results

<table>
<thead>
<tr>
<th>if-v2.3</th>
<th>if-v2.3+symm</th>
</tr>
</thead>
<tbody>
<tr>
<td>states</td>
<td>time</td>
</tr>
<tr>
<td>1</td>
<td>33</td>
</tr>
<tr>
<td>2</td>
<td>24</td>
</tr>
<tr>
<td>3</td>
<td>40</td>
</tr>
<tr>
<td>4</td>
<td>88</td>
</tr>
<tr>
<td>5</td>
<td>80</td>
</tr>
<tr>
<td>6</td>
<td>121</td>
</tr>
<tr>
<td>7</td>
<td>220</td>
</tr>
<tr>
<td>8</td>
<td>146</td>
</tr>
<tr>
<td>9</td>
<td>431</td>
</tr>
<tr>
<td>10</td>
<td>237</td>
</tr>
<tr>
<td>11</td>
<td>613</td>
</tr>
<tr>
<td>12</td>
<td>97</td>
</tr>
<tr>
<td>13</td>
<td>-</td>
</tr>
<tr>
<td>14</td>
<td>473</td>
</tr>
<tr>
<td>15</td>
<td>3866</td>
</tr>
<tr>
<td>16</td>
<td>271</td>
</tr>
<tr>
<td>17</td>
<td>352</td>
</tr>
<tr>
<td>18</td>
<td>-</td>
</tr>
<tr>
<td>19</td>
<td>-</td>
</tr>
<tr>
<td>20</td>
<td>-</td>
</tr>
</tbody>
</table>

Table 4: Rovers Experimental Results

<table>
<thead>
<tr>
<th>if-v2.3</th>
<th>if-v2.3+symm</th>
</tr>
</thead>
<tbody>
<tr>
<td>states</td>
<td>time</td>
</tr>
<tr>
<td>1</td>
<td>14</td>
</tr>
<tr>
<td>2</td>
<td>10</td>
</tr>
<tr>
<td>3</td>
<td>20</td>
</tr>
<tr>
<td>4</td>
<td>9</td>
</tr>
<tr>
<td>5</td>
<td>53</td>
</tr>
<tr>
<td>6</td>
<td>189</td>
</tr>
<tr>
<td>7</td>
<td>37</td>
</tr>
<tr>
<td>8</td>
<td>96</td>
</tr>
<tr>
<td>9</td>
<td>125</td>
</tr>
<tr>
<td>10</td>
<td>199</td>
</tr>
<tr>
<td>11</td>
<td>92</td>
</tr>
<tr>
<td>12</td>
<td>35</td>
</tr>
<tr>
<td>13</td>
<td>327</td>
</tr>
<tr>
<td>14</td>
<td>71</td>
</tr>
<tr>
<td>15</td>
<td>281</td>
</tr>
<tr>
<td>16</td>
<td>468</td>
</tr>
<tr>
<td>17</td>
<td>246</td>
</tr>
<tr>
<td>18</td>
<td>307</td>
</tr>
<tr>
<td>19</td>
<td>1144</td>
</tr>
<tr>
<td>20</td>
<td>2176</td>
</tr>
</tbody>
</table>

Table 5: Gripper Experimental Results

<table>
<thead>
<tr>
<th>if-v2.3</th>
<th>if-v2.3+symm</th>
</tr>
</thead>
<tbody>
<tr>
<td>states</td>
<td>time</td>
</tr>
<tr>
<td>50-50</td>
<td>152</td>
</tr>
<tr>
<td>50-100</td>
<td>152</td>
</tr>
<tr>
<td>100-50</td>
<td>352</td>
</tr>
<tr>
<td>100-100</td>
<td>302</td>
</tr>
<tr>
<td>100-150</td>
<td>302</td>
</tr>
<tr>
<td>200-200</td>
<td>-</td>
</tr>
</tbody>
</table>

5 Conclusions and Future Work

In the paper we have introduced a method for extracting almost symmetries from an input planning problem, discussed how this information could be exploited in a target planner and discussed the results of experiments on the implemented system. The results (see section 4) show the potential of this approach: the use of symmetry information as a positive heuristic to select next action application can make a significant reduction on the number of states expanded during search and also the overall time taken to generate a solution plan.

These promising results make us keen to further develop this work and the first part of that is to carry out a more extensive set of experimental tests to try and build up a clearer picture of the effect of the positive exploitation of almost symmetry information. In addition we are keen to further develop the way that the symmetry information is exploited by the target planning system. An important feature of (almost) symmetry is that it is dynamic and changes during the course of a plan so a group of domain objects may be (almost) symmetric during early stages of the plan and then this changes and they become symmetric with other objects during later and final stages of the plan. The idea is to use landmarks analysis [13; 8] to decompose a planning problem into sub-problems and then to identify (almost) symmetrical objects for each decomposed part of the problem. It is anticipated that this will both increase the amount of symmetry information that is detected and also the impact that this makes on planner performance.
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