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Abstract

Of fundamental importance to wave propagation in a wide range of physical phenomena is the
structural geometry of the supporting medium. Recently there have been several investigations
on wave propagation in fractal media. We present here a renormalisation approach to the study
of reaction-diffusion wave propagation on finitely ramified fractal structures. In particular we
will study a Rinzel-Keller type model, supporting travelling waves on a Sierpinski gasket lattice.

1. Introduction

The role that fractal structures play on the dynamics of wave propagation is investi-
gated in this paper. A recent and very powerful advance in the understanding of wave
propagation in complex structures is due to the realisation that, in certain circumstances,
these structures are self-similar [1]. There is a very wide and diverse literature on the
propagation of waves in various Euclidean media and therefore there is motivation to
investigate the effect that fractal geometry will have on the nature of these waveforms.
It has been well recognised, that the geometrical properties of the medium has a marked
effect upon the wave propagating in it [2, 3]. The geometries can be classified as one of
two types. The first is where there exists a fractal interface, which can act as an impene-
trable boundary to some homogeneous transporting medium or as the interface between
two different homogeneous phases. The second is where the transporting medium itself
is fractal, for instance, a mass fractal or a fractal lattice, the latter case being of central
importance in this paper.

There have been several investigations on the effect that a fractal medium has on the
process of diffusion, so called anomalous diffusion [4], and a number of studies of coupled
Reaction-Diffusion equations on fractal supports with diffusion limited annihilation type
kinetics [5, 6]. The gaps which evolve between domains of segregated particles, the so
called interparticle distribution function, is described in terms of scaling laws related to
the fractal dimension of the support. Global information is also obtained, such as particle
densities over time. Scalar Reaction-Diffusion models involving coagulation and annihila-
tion dynamics can be tractable and afford an accurate description of ”anomalous diffusion”
on fractals and the evolution of the interparticle distribution function [7]. By examining
the asymptotic behaviour of these systems a generalised scaling law can be derived for
the mean square displacement [8]. In this paper however we are interested in models with
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Figure 1: The pre-fractals E0, E1 and E2 for the SG(3) lattice.

excitable kinetics and address the question of the existence of travelling waves. Using
probability theory and renormalisation methods it is possible to derive analytic solutions
in terms of recursion relationships for the diffusion process on the Sierpinski Gasket [9].
Recently there have been more general investigations on wave propagation in fractal me-
dia [10]-[17]. These highly heterogeneous but yet deterministic fractal structures provide
a framework for the study of the geometric phase transitions found in percolation theory
[18] or in the investigation of reacting and diffusing chemical species in a solid catalyst
[19]. In particular, there have been a series of papers devoted to transport equations
with first order reaction schemes in a class of deterministic fractal media [20]-[30]. This
approach is particularly exciting and provides one of the few analytical descriptions of the
dynamics of wave propagation in fractal lattices. In this paper we will extend this method
to examine the effect of fractal geometry on the propagation of excitable reaction-diffusion
waves. In Section 2 we show that the Sierpinski Gasket lattice (SG(3)) (see Figure 1) can
support reaction-diffusion waves. These waves are then described in Section 3 by means
of a renormalisation framework. In Section 4 the renormalisation methodology is used to
analyse travelling waves on finite generation level lattices.

2. Reaction-Diffusion Systems in Excitable Media.

In this section we will discuss excitable reaction-diffusion (RD) systems and in partic-
ular the Rinzel-Keller model (RK) [31] which provides analytical expressions for travelling
pulses and periodic wavetrains in Euclidean media. The fundamental assumption in the
Rinzel-Keller model is that the nonlinear kinetics can be approximated by a piecewise
linear function. The piecewise linear caricature of the cubic kinetics results in a Reaction-
Diffusion system which is qualitatively the same. One subtle difference arises when we
examine the dependency of the wave speed c on the kinetic parameter a. As a → 0+

the wave speed is finite for cubic kinetics but becomes unbounded in the piecewise linear
case [32]. As a guide to the possible wave forms which the SG(3) can support we have
numerically solved the Rinzel-Keller model, using finite differences, at a low generation
level. In the next section, we will detail the fundamental equations which will provide
the basis of the renormalisation process we have developed to analyse a travelling wave
solution to the RK model in the SG(3).

The general form of a reaction-diffusion system in isotropic media is [33],

∂v

∂t
= D∇2v + f(v) (1)

where v = v(x, t) ∈ Rm, is the vector of reactants, f : Rm → Rm are the reaction kinetic
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terms, D is the diffusion coefficient, and (x, t) ∈ (Rm,R+). The vector v can represent,
for example, the concentrations of m chemical species. Of particular relevance to this
report is the RK model which is used in the study of nerve conduction [31],

∂v

∂t
= D

∂2v

∂x2
− g(f(v) + w)

∂w

∂t
= bv (2)

where the reaction term f(v) is usually of the form v(a−v)(1−v); g and b are the reaction
coefficients. The RK model employs the piecewise linear approximation to the reaction
term, f(v) = v − H(v − a), 0 ≤ a ≤ 0.5, where H denotes the Heaviside step function.
The importance of this model is that, due to the piecewise linear approximation of the
nonlinearities in the kinetics, it will yield to the renormalisation theory.

2.1 Numerical Solution of a Reaction-Diffusion System in the Sierpinski Gasket
lattice SG(3)

In this section we develop a discretisation scheme for the RK model on the SG(3).
We demonstrate that it is possible, for low generation levels of the SG(3), to numerically
solve the field equations using finite differences. This acts both as a check on our analytic
solutions and as an aid to our intuitive understanding of the process.

Let v(n) = {v(n)
i : i = 1, 2, . . . , Nn} and w(n) = {w(n)

i : i = 1, 2, . . . , Nn} be the
concentration vectors at each of the lattice sites i at generation level n. The RK model
can then be written as,

∂v
(n)
i

∂t
= εD∇2v

(n)
i − g

ε
(f(v

(n)
i ) + w

(n)
i )

∂w
(n)
i

∂t
= bv

(n)
i b≥ 0 (3)

where

f(v
(n)
i ) =

{
v

(n)
i v

(n)
i ≤ a

v
(n)
i − 1 v

(n)
i > a

,

(0 ≤ a ≤ 0.5) is the reaction term. We have introduced a small parameter ε which is
used to balance the levels of reaction and diffusion. It is the fine balance and interplay of
these two factors which give rise to travelling waves. The spatially discretised system in
(3) can be written as,

∂v
(n)
i

∂t
=

εD

4x2
A(n)v

(n)
i − g

ε
(f(v

(n)
i ) + w

(n)
i )

∂w
(n)
i

∂t
= bv

(n)
i b≥ 0 (4)

where A(n)/4x2 is a matrix equivalent of the Laplacian operator incorporating the bound-
ary conditions [14]. Neumann boundary conditions are applied at the output nodes, that
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is v
′(n)
i |A,B,C = 0 (see Figure 9). To investigate a travelling wave solution to this initial

value problem, a small set of nodes are excited by setting their v values equal to 1 initially.
The connectivity of the Sierpinski gasket is captured in the recursion relation (8) but we
need to automate the generation of A(n) for our numerical algorithm. We discuss below
how this is done and also provide the transformation of this nodal description of wave
evolution to Cartesian co-ordinates. The initial adjacency matrix is defined by,

H
(1)
ij =

{
0 i = j
1 i 6= j

and for level n,

H(n)
pq =

{
1 if H

(1)
(p−1)mod3+1,(q−1)mod3+1 = 1 and dp/3e = dq/3e

0 Otherwise
,

where, p, q ∈ {1, 2, . . . Nn = 3n} and the symbol dxe denotes the integer part of x, plus 1.
Note that the first condition ensures that the H(1) matrix is repeated to generate H(n),
whilst the latter condition ensures that H(n) has a tri-diagonal form. The connection
matrix is given recursively by,

V (n)
pq =

{
1 if {p, q} ∈ Ln

0 Otherwise
,

where

Ln =
n⋃

i=2

W (i), Li−1, Li−1 + 3i−1, Li−1 + 2× 3i−1, L2 = W (2)

and

W (n) = {{(3n−1 + 1)/2, 1 + 3n−1}, {3n−1, 1 + 2× 3n−1}, {2× 3n−1, (5× 3n−1 + 1)/2},
{1 + 3n−1, (3n−1 + 1)/2}, {1 + 2× 3n−1, 3n−1}, {(5× 3n−1 + 1)/2, 2× 3n−1}}

.

The matrix B that represents the boundary nodes in the SG(3), is a sparse matrix given
by,

B(n)
pq =

{
1 if p = q and (p = (3n + 1)/2 or p = 3n)
0 Otherwise

.

For the SG(3), the matrix A(n) can now be written as [14, 21],

A(n)
pq = H(n)

pq + V (n)
pq + B(n)

pq − 3δpq , (5)

where δpq is the identity matrix. By applying the finite difference method the system (4)
becomes,

v
(n),m+1
i = v

(n),m
i +

ε4tD

4x2

Nn∑
j=1

A
(n)
ij v

(n),m
j − g4t

ε
(f(v

(n),m
i ) + w

(n),m
i ) .

w
(n),m+1
i = w

(n),m
i + b4tv

(n),m
i (6)
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where 4x =
l

2n − 1
, l is the side length of SG(3),

∇2v
(n),m
i =

1

4x2

Nn∑
j=1

A
(n)
ij v

(n),m
j ,

and m denotes the time step. To represent the wave evolution in the Cartesian co-
ordinates, each node in the SG(3), can be transformed at each level n by using the
formula,

SG(n)(3) =
n⋃

j=2

{
SG(j−1), SG(j−1) + {2(j−1)l/4x(j), 0},

SG(j−1) + {2(j−2)l/4x(j), 2(j−1)a/4x(j)}
}

,

where SG(1)(3) = {{0, 0}, {l, 0}, {l/2, a}} is the Cartesian co-ordinates at level 1, the

length scale at generation level n is 4x(n) =
l

2n − 1
, the diameter of the SG(3) is l and

a =

√
3

2
l.
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Figure 2: The speed c versus time for a travelling wave on the SG(3) of order n = 7,
where ∆t = 10−5, D = 1, g = 1, a = 0.1, ε = 0.01, total number of time steps= 104,
v

(7)
1 = 1, b = 1.

We have solved (6) numerically and instigated a travelling wave by exciting a number

E of the SG(3) nodes. For instance, the initial condition v
(7)
1 = 1 gives rise to the wave

profiles shown in Figure 5, which demonstrates that even this most minimal of excitation
exceeds the threshold required for wave propagation. We then calculate the wave speed
as a function of time. This calculation is performed by identifying the v values along one
side of the SG(3). We produced six sets of these values at different instances of time as
the wave proceeds. We calculate the gradient of each set by taking the difference between
each successive set of values and then identify the position of the maximum gradient. The
velocity is calculated by taking the difference between these positions, suitably normalised
by dividing by the number of nodes along the edge, over the time taken. We can plot
the wave speed versus time and obtain an approximate horizontal line which indicates
that this wave is travelling with constant velocity (see Figure 2). The fluctuations are
attributable mainly to the coarseness of the time sampling of the wave profile.
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Figure 3: The speed c versus a for a travelling wave along the SG(3) of order n = 7,
where ∆t = 10−5, D = 1, g = 1, b = 1, a = 0.1, ε = 0.01, total number of time steps= 104

and v
(7)
1 = 1.
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Figure 4: Speed of propagation c of the wave impulse versus g for various values of a
where n = 7, ∆t = 10−5, D = 1, ε = 0.01, total number of time steps= 104, v

(7)
1 = 1 and

b = 1.

We have performed a number of such numerical experiments with a variety of initial
conditions in order to elucidate the range of waves supported by the structure. We
have tried exciting single nodes in the centre of the SG(3) to examine the possibility of
expanding target patterns and we have excited single lines of nodes to try and produce
spiral patterns. In both cases due to the topology of the structure, the emerging wave
quickly assumes the profile of one or several travelling planar waves. Importantly, we
have demonstrated that such structures can support travelling reaction-diffusion waves,
but due to the topology of the lattice the predominant pattern is a planar wave. It should
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(a) (b)

(c) (d)

(e) (f)

Figure 5: Wave impulse profiles in the Sierpinski Gasket (n = 7, ∆t = 10−5, D = 1,

g = 1, a = 0.1, ε = 0.01, total number of time steps= 104, v
(7)
1 = 1, b = 1, (a) t = 0.1s,

(b) t = 0.2s, (c) t = 0.3s, (d) t = 0.4s, (e) t = 0.5s and (f) t = 0.6s)
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therefore be possible to use a renormalisation methodology to obtain an analytical hold
on the interplay between the model parameters and the wave speed. In this way we will
be able to investigate the dispersive properties of the SG(3). For low generation levels
of the SG(3) we can use the approach in this section to examine the dependency of the
wave speed c on some of the parameters in system (6). For example, for 0 < a < 0.18
a travelling wave exists and its velocity is monotonically decreasing as the value of a is
increased (see Figure 3), and for fixed values of a we have produced various curves of c
versus g (see Figure 4).

c
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0.5
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D

Figure 6: The speed c versus D for a travelling wave on the SG(3) of order n = 7, where

∆t = 10−5, g = 1, b = 1, a = 0.1, ε = 0.01, total number of time steps= 104 and v
(7)
1 = 1.
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Figure 7: The speed c versus g = b for a travelling wave on the SG(3) of order n = 7,

where ∆t = 10−5, D = 1, a = 0.1, ε = 0.01, total number of time steps= 104 and v
(7)
1 = 1.

It follows that there are bounds on the parameters a, b and g in order for such travelling
wave to exist. In fact we were unable to realise a travelling wave on the SG(3) in the
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parameter regime studied by Rinzel and Keller [31]. Unfortunately this rules out direct
quantitative comparison with their results. For instance, for a > 0.15 the parameter g
should take values greater than 0.4 where b = 1, ε = 0.01 and D = 1 (see Figure 4).
Wave speed c is also monotonically increasing as we vary D (see Figure 6). It will aid
our analysis later to consider the case g = b, and with a = 0.1, we see that travelling
waves are supported and the velocity is monotonically increasing as the value of g (and b)
increases (see Figure 7). This approach, whilst informative, is limited to finite, and low,
generation levels of the SG(3) lattice. It does however motivate us to develop an input-
output renormalisation methodology which could inform us of the dispersive nature of the
pre-fractal SG(3) lattice at higher generation levels and ultimately on reaction-diffusion
wave propagation on the SG(3) fractal.

3. Green’s Function Renormalisation for Fractal Lattices

The renormalisation approach affords the analysis of transport phenomena in het-
erogeneous structures via closed form solutions in terms of recursion relationships. One
approach, which describes wave propagation on regular fractal lattices, uses aspects of
graph theory to derive a discrete recursion relationship [29]. Such fractal models can be
regarded as a family of graphs, which are defined by a recursive process,

Ψ(n+1) = =[Ψ(n)]. (7)

Each graph consists of p copies of itself at level n to form its equivalent at level n+1. The
adjacency matrix H(n), described in Section 2, captures the connectivity properties of the
graph with its (i, j)th element giving the number of edges connecting site i to site j. The
SG(3) graph considered in this paper has number of sites Nn and a constant number of
edges emanating from each node. The recursive nature of this graph can be expressed as

H(n+1) = H
(n)

+ V (n) (8)

where H
(n)

is a block diagonal matrix, whose blocks are equal to H(n), and V (n) is the
connection matrix. V (n) is a sparse matrix, containing a constant number of nonzero
elements. It represents the output nodes of Ψ(n) connected with each other during the
recursive process to form Ψ(n+1). Thus we restrict our attention to study the case of a
finitely ramified fractal. The Sierpinski Gasket lattice SG(3) (see Figure 1) is the lattice
counterpart of the Sierpinski gasket SG. The procedure starts from the SG of order 2
which consists of three filled triangle (see Figure 8). By taking one node at the centre of
each of these triangles and then joining them together to get an equilateral triangle, we
obtain the SG(3) lattice at generation level n = 1. We can show that SG(3) and SG have
identical box counting and Hausdorff fractal dimension (see Appendix 1). As n →∞ the
distance between nodes tends to zero and in this limit the lattice will perfectly match the
space filling properties of the original Sierpinski Gasket.

3.1 Real Space Renormalisation Approach to the RK Model on the SG(3).

We start by detailing the matrix operators which are used to express the discretised
RK model on SG(3). We are interested in travelling wave solutions in the form of a step-
like wave with v = v− for z → −∞, v = v+ for z → +∞, v− < v+ with z = x + ct, where
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Figure 8: The first, second, third and seventh generation levels of the Sierpinski Gasket.
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Figure 9: The Sierpinski Gasket lattice SG(3) at level n = 2 of the SG(3).Nodes 1, 5 and
9 are the input/output nodes. A, B and C are the fictitious nodes used to accommodate
the boundary conditions.

c is the velocity of the wave front. System (3) can be written in terms of the variable z
as follows,

c
dv

(n)
i

dz
= D∇2v

(n)
i − g(f(v

(n)
i ) + w

(n)
i )

c
dw

(n)
i

dz
= bv

(n)
i . (9)

Previous work which uses this renormalisation approach has transformed the field equa-
tions into the Laplace domain to cope with the time derivative [21]. Here however we are
interested in analysing the dispersive properties of the SG(3) and hence retain knowledge
of the wave speed c. These two equations can be combined in one equation by taking the
derivative with respect to z to give,

c
d2v

(n)
i

dz2
= D

d∇2v
(n)
i

dz
− g

df(v
(n)
i )

dz
− gb

c
v

(n)
i , (10)

where the derivative is approximated by the local gradient to give,

df(vi)

dz
=





vi − vj + 1

4z
if vj > a and vi < a

vi − vj − 1

4z
if vi > a and vj < a

vi − vj

4z
Otherwise

. (11)
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Each of the operators in (3) is written in matrix form by discretising the independent
variable z to give (see Appendix 2).

(
c

4z2

Nn∑
i=1

R
(n)
ij − D

4z3

Nn∑
i=1

M
(n)
ij +

g

4z

Nn∑
i=1

K
(n)
ij +

gb

c

Nn∑
i=1

I
(n)
ij )vj =

(
−c

4z2
− D

4z3
+

g

4z
)vAδ1j + (

−c

4z2
+

D

4z3
)(vBδmj + vCδNnj)

for j ∈ {1, 2, . . . , Nn} where I
(n)
ij is the identity matrix. Alternatively in matrix form we

have,

(
c

4z2
R(n) − D

4z3
M (n) −+

g

4z
K(n) +

gb

c
I(n))v = (

−c

4z2
− D

4z3
+

g

4z
)vAe1

+ (
−c

4z2
+

D

4z3
)(vBem + vCeNn

). (12)

Introduce the dimensionless ratio ξ =
4z

L
where 4z represents the distance between

any two neighbouring nodes and L is the characteristic size of the diffusing particles [25].
Non-dimensionalising equation (12), we obtain,

(
Pe2

φ2
R(n) − Pe

ξφ2
M (n) + ξPeK(n) + ξ2φ2I(n))v = (

−Pe2

φ2
− Pe

ξφ2
+ ξPe)vAe1

+(
−Pe2

φ2
+

Pe

ξφ2
)(vBem + vCeNn

). (13)

where Pe =
cL

D
is the Peclet number, φ = L

√
g

D
is the Thiele modulus and for simplicity

we set g = b. That is,

G(n)v = k1vAe1 + k2(vBem + vCeNn
), (14)

where

G(n) =
Pe2

φ2
R(n) − Pe

ξφ2
M (n) + ξPeK(n) + ξ2φ2I(n), k1 =

−Pe2

φ2
− Pe

ξφ2
+ ξPe, and

k2 =
−Pe2

φ2
+

Pe

ξφ2
. To solve this set of linear equations in v we will calculate the Green’s

transfer matrix F (n) = (G(n))−1 to give,

v = F (n)(k1vAe1 + k2(vBem + vCeNn
)). (15)

Inverting G directly is computationally prohibitive and in addition we are interested in
analysing the case n →∞. We can however develop a renormalisation approach which will

provide the key elements of F at each generation level. The matrix G(n+1) = G
(n)

+ T (n),

where T (n) =
Pe2

φ2
R∗(n) − Pe

ξφ2
M∗(n) + ξPeK∗(n), n ≥ 2 is a sparse matrix defined as,
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T
(n)
ij =





−k1 = −ξPe + Pe
ξφ2 + Pe2

φ2 if {i, j} ∈ Sn
1 = {{1 + 3n, 3n+1

2
},

{1 + 2× 3n, 3n}}
−k2 = −Pe

ξφ2 + Pe2

φ2 if {i, j} ∈ Sn
2 = {{3n+1

2
, 1 + 3n},{3n, 1 + 2× 3n}},

{2× 3n, 1+5×3n

2
}, {1+5×3n

2
, 2× 3n}}

0 Otherwise

and G
(n)

is a block diagonal matrix of dimension Nn+1 ×Nn+1, whose blocks equal G(n).

The set of all nodes that have non-zero value of T
(n)
ij is denoted by S(n) = S

(n)
1

⋃
S

(n)
2 .

The following result gives the key renormalisation relationship:

Result 1

F (n+1) = G
(n) −G

(n)
T (n)F (n+1) (16)

Proof (see Appendix 3)

The elements of T (n) represent the edges which connect the three copies of F (n) to generate
F (n+1). Therefore it is a very sparse matrix and coupling this with the SG(3) symmetry
ensures a substantial reduction in the number of equations to be solved (see Appendix
4). We obtain a system of 14 coupled recursion relationships for the key elements of the
Green function matrix which are sufficient to solve system (15). In the next section we
will utilise this renormalisation scheme to investigate the case of finite generation level n.

4. Renormalisation Scheme for Finite Generation Levels of the SG(3) Lattice.

In the last section we detailed an input-output renormalisation form for a Rinzel-Keller
type reaction-diffusion system. At the heart of this methodology are the 14 recursion
relationships which solve the system (15) for any generation level n. In this section we
will look for travelling wave solutions by varying the parameters in system (15) for a range
of finite generation levels, that is pre-fractal Sierpinski Gasket lattices.

4.1 The Boundary and Interface Conditions.

Our investigation will focus on finding a travelling wavefront solution moving with
speed c. In equation (10), we have freedom to choose the origin z = 0 with v(0) = a such
that we have a region I where vI

i (z) < a and a region II where vII
i (z) > a. Note that

symmetry gives vI
B = vI

C and vII
B = vII

C . We apply Neumann boundary conditions to the
external input/output nodes in each region via,

vI
A = vI

1 , (17)

and

vII
B = vII

m . (18)

We demand that the solution is smooth and continuous at the interface between regions
I and II. The continuity condition between the two regions at the interface nodes gives,

vI
B = vII

1 (19)

12



and

vII
A = vI

m. (20)

The smoothness condition,
dvI

m

dz
=

vII
1

dz
implies vI

m − vI
m−1 = vII

1 − 1− vII
A and by (20) we

get,

vII
1 − 2vI

m + vI
m−1 = 0. (21)

Note that equation (14) is defined in the two regions as,

G(n)vI = k1v
I
Ae1 + k2(v

I
Bem + vI

CeNn
)

and

G(n)vII = k1(
ξPe

k1

+ vII
A )e1 + k2(v

II
B em + vII

C eNn
).

The additional term in the equation for region II arises from the discontinuity in the
operator K as defined in (11). Hence, equation (15) can be written, for any generation
level n as,

v
(n)I
i = k1v

(n)I
A F

(n)
i,1 + k2v

(n)I
B F

(n)
i,m + k2v

(n)I
C F

(n)
i,Nn

(22)

and

v
(n)II
i = k1(

ξPe

k1

+ v
(n)II
A )F

(n)
i,1 + k2v

(n)II
B F

(n)
i,m + k2v

(n)II
C F

(n)
i,Nn

, (23)

for i = 1, 2, . . . Nn. For clarity we will drop the generation level superscript (n). Tak-
ing into account the symmetry properties of the SG(3) leads to a linear system of four
equations with four unknowns vI

A, vI
B, vII

A , vII
B from equations (17) - (20),

vII
A =

(1− k2(Fm,m + Fm,Nn))

k1Fm,1

vII
B −

ξPe

k1

, (24)

vI
A =

2k2F1,m

1− k1F1,1

vI
B, (25)

vI
B = F1,1(1− k2(Fm,m + Fm,Nn))

vII
B

Fm,1

+ 2k2F1,mvII
B , (26)

and

vII
B =

ξPe

k1

[
1− k2(Fm,m + Fm,Nn)

k1Fm,1

− (
2k1k2Fm,1F1,m

1− k1F1,1

+ k2(Fm,m + Fm,Nn))×

(
F1,1(1− k2(Fm,m + Fm,Nn))

Fm,1

+ 2k2F1,m)]−1. (27)

The various terms in equation (21) have now been calculated apart from vI
m−1. The node

m − 1 is the closest internal node to node m (see Figure 10). We need to calculate

two pivotal values, denoted by v̂
(2)I
A and v̂

(2)I
C , starting from the generation level n where
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vI
C

v̂I
C

vI
A v̂I

A vI
m−1 vI

m vI
B

Figure 10: The value of the state variable v at the input/output nodes vI
A, vI

B and vI
C

and the pivotal values of v at nodes v̂I
A, v̂I

C , vI
m−1 and vI

m in region I in the SG(3) lattice
structure.

v̂
(n)I
A = v

(n)I
A and v̂

(n)I
C = v

(n)I
B . To calculate v̂

(n−1)I
A and v̂

(n−1)I
C , for stage p = n − 1 we

have m = 3p + 1/2 and Nn = 3p and so,

v̂
(p)I
A = k1v̂

(p+1)I
A F

(p+1)
3p+1

2
,1

+ k2v
(p+1)I
B F

(p+1)
3p+1

2
,m

+ k2v̂
(p+1)I
C F

(p+1)
3p+1

2
,Nn

(28)

v̂
(p)I
C = k1v̂

(p+1)I
A F

(p+1)
2×3p,1 + k2v

(p+1)I
B F

(p+1)
2×3p,Nn

+ k2v̂
(p+1)I
C F

(p+1)
2×3p,m . (29)

Note that v̂
(n−1)I
C should be the value at node (5 × 3p + 1)/2 and so we really want to

calculate k1v̂
(p+1)I
A F

(p+1)
5×3p+1

2
,1

+ k2v
(p+1)I
B F

(p+1)
5×3p+1

2
,m

+ k2v̂
(p+1)I
C F

(p+1)
5×3p+1

2
,Nn

, but we have from

symmetry that at any generation level p, F 5×3p+1
2

,1 = F2×3p+1,1, F 5×3p+1
2

,m = F 2×3p+1
2

,Nn

and F 5×3p+1
2

,Nn
= F 2×3p+1

2
,m. Equation (28) and (29) are solved recursively until p = 3,

that is generation level 2. Finally, vI
m−1 can be calculated as,

vI
m−1 = k1v̂

(2)I
A F4,1 + k2v̂

(2)I
B F4,5 + k2v̂

(2)I
C F4,9. (30)

Then (21) can be written as,

k1F1,1(1 + vII
A ) + 2k2F1,mvII

B − 2(k1Fm,1v
I
A + k2(Fm,m + Fm,Nn)vI

B) + vm−1 = 0. (31)

4.2 Results for Finite Generation Level.

All of the terms in equation (31) are ultimately functions of the dimensionless constants
Pe, φ and the generation level n. By plotting equation (31) versus Pe and setting φ and
the generation level n to certain values, we can identify our desired solutions (see Figure
11).

As can be seen there are many solutions but not all of these satisfy vI
i < a for all

nodes i in region I and vII
i > a for all nodes i in region II, even though the interface and

boundary conditions hold. This suggests that some additional monotonicity constraint
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0.55 0.6 0.65 0.7

-0.6

-0.4

-0.2

0.2

0.4

Pe

Figure 11: The smoothness equation (31) versus the Peclet number Pe where the Thiele
modulus φ = 2.0 and the generation level is n = 8.

needs to be imposed. This has inherent difficulties in implementation as, ostensibly we
only have knowledge of the levels of each state variable at the input/output nodes and
not at the internal nodes. However the calculation of vI

m−1 does provide some picture
of monotonicity or otherwise of the solution. Therefore we can examine each of the
solutions to (31) for this limited monotonicity property and then investigate the change
in this particular solution as generation level increases. As the generation level increases,
the solution changes less and less and appears to converge as n gets large (see Figure 12).

Pe

n
8 10 12 14

0.677

0.6775

0.678

0.6785

0.679

0.6795

Figure 12: The Peclet number for a travelling wave-front solution versus the generation
level n = 6, 7, · · · , 15 where φ = 2.

Of course the travelling wave solutions are driven by the renormalisation recursions.
The convergence of this set of equations can be monitored by examining the change in
the size of the vector F

(n)
i,j from one generation level to the next. The L2 norm difference

| ‖F (n)
ij ‖2 − ‖F (n−1)

ij ‖2| versus generation level n, shown in Figure 13, clearly converges to
zero.

Importantly we can examine the relationship between the Peclet number (Pe) and
the Thiele modulus (φ) for these travelling wave solutions. It can be seen in Figure 14
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| ‖F (n)
ij ‖2 − ‖F (n−1)

ij ‖2|

8 10 12 14

0.02

0.04

0.06

n

Figure 13: The behaviour of | ‖F (n)
ij ‖2 − ‖F (n−1)

ij ‖2| as the generation level n increases for
a travelling wave solution.

that the value of Pe is monotonically increasing as the value of φ increases for a fixed
generation level n. It transpires that there are tight bounds on Pe due to the singularities
that occur in equation (31), particularly as the generation level n increases. The results
show that the SG(3) can support travelling waves for finite generation levels which is
in agreement with our finite difference approach in Section 2. More importantly is the
quantitative comparison which can be achieved by examining the interdependency of the
two dimensionless parameters Pe and φ.

Of course we can only make comparisons at low generation levels due to the prohibitive
computational costs associated with the finite difference approach. Figure 14 compares a
solution of the finite difference scheme with that obtained by the renomalisation approach.
It can be seen that in both cases Pe increases as φ increases, and the values are of the
same order of magnitude. There is a marked difference in the gradient of the essentially
linear trend and the renormalisation method has a restricted range of values for φ. These
differences are to be anticipated given the various assumptions associated with the renor-
malisation approach but are, at the same time, of such a level as to convince one of the
utility of the renormalisation frame work. Particularly if one bears in mind that we can
now examine relationships, such as that shown in Figure 14, for any generation level and
ultimately, as n →∞, for the fractal SG(3) lattice. There appears to be two classes of so-
lutions which are driven by the behaviour of the renormalisation recursion equations. The
recursion equations either converge to a fixed value or to a stable subspace of dimension
2, on whose domain the orbits appear to be chaotic. We will investigate this phenomenon
elsewhere [34]. The results here suggest that the travelling wave associated with a specific
(Pe, φ) regime will converge, as the generation level increases, to an invariant wave speed
c. Therefore, as these pre-fractal supports tend to the actual fractal lattice SG(3), the
input-output renormalisation approach will afford an analysis of travelling waves, and this
again will be discussed elsewhere [35].

5 Conclusions.

We have described in this paper an input/output renormalisation approach to the
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Pe

3.95 3.975 4.025 4.05 4.075 4.1

1.8

2.2

2.4

2.6

2.8

φ

Figure 14: Pe versus φ for a travelling wave solution in the SG(3) of order n = 7.
The dashed line shows the relation found by the renormalisation approach whilst the
continuous line is that obtained by the difference scheme (6). The initial value of φ was
2.36 and, for the finite difference approach, a = 0.1, ε = 0.01, D = 1, b = g, 0.2 ≤ g ≤ 1.4,
v

(7)
1 = 1 and total number of time steps = 104.

.

analysis of a coupled reaction-diffusion system in fractal media. In particular we have
used a Rinzel-Keller (RK) type system to generate travelling waves on a Sierpinski gasket
lattice (SG(3)). In order to motivate, inform and ultimately test this undertaking we first
solved the system using a finite difference numerical scheme, for low generation levels of
the fractal. We demonstrated that travelling waves were supported with the predominant
structure being a planar wave. The piecewise linear nature of the reaction terms in the RK
model render it amenable to a renormalisation approach. We have detailed the manner in
which each operator is expressed discretely on the SG(3). After nondimensionalisation,
two key parameters emerge, the Peclet number (Pe) and the Thiele modulus (φ). Due
to the symmetry and self-similarity properties of the fractal support the renormalisation
scheme realises a set of fourteen recursion relationships, whose solution underlies the
nature of each travelling wave. In this paper we have focused on deriving results for finite
generation, or pre-fractal structures. Therefore we are able to compare our results with
those obtained numerically using finite differences. Due to prohibitive computational
costs the finite difference approach can only be carried out for low generation levels.
The dimensionless parameters allow both qualitative and quantitative comparisons to be
made. Considering the various assumptions which are required to realise a renormalisation
solution the results compare very favourably. In physical applications one is invariably
restricted to a finite range of length scales. The ability of the renormalisation scheme to
generate solutions at the pre-fractal stage is therefore extremely important at a practical
level.

The recursion relationships lying at the heart of the method can tend to a stable limit

17



or oscillate in a chaotic manner. We will fully describe the chaotic behaviour and its
associated fractal repellor elsewhere [34]. The parameter regimes which achieve a stable
limit are of particular theoretical importance, as in this limit, we are able to analyse
reaction-diffusion wave propagation in a true fractal support. The existence and stability
of such waves will be discussed in a future investigation [35].
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Appendix 1. The Sierpinski gasket lattice SG(3)

Let the set F denote the Sierpinski gasket lattice with Hausdorff dimension dimHF and
the box counting dimension dimBF , then

dimHF = dimBF =
log 3

log 2
.

Proof.

In general, the pre-fractal set Ek has Nδk
= 3

2
(3k − 1) edges of length δk =

1

2k+1 − 1
and 3k+1 nodes. Using definition (iv), p41 of [36], let Nδk

(F ) be the smallest number of
sets with diameter at most δk that cover F . As k →∞, δk → 0 and we have,

dimBF = lim
δk→0

sup
log Nδk

(F )

− log δk

≤ lim
k→∞

sup
log

3

2
(3k − 1)

log(2k+1 − 1)

≤ lim
k→∞

sup
log

3

2
× 3k+1

log 2k

= lim
k→∞

sup
log

3

2
k log 2

+ (1 +
1

k
)
log 3

log 2
=

log 3

log 2
.

Now using definition (v), p41 of [36], let Nδk
be the largest number of disjoint balls of

radius δk, with centres in F . The number of disjoint balls of radius δk = 1
2
( 1

2k+1−1)
) centred

at each node of F is 3k+1. Hence

dimBF = lim
δk→0

inf
log Nδk

(F )

− log δk

≥ lim
k→∞

inf
log 3k+1

log 2(2k+1 − 1)

lim
k→∞

inf
(k + 1) log 3

(k + 2) log 2

= lim
k→∞

inf
(1 + 1

k
) log 3

(1 + 2
k
) log 2

=
log 3

log 2

which implies that,

log 3

log 2
≤ dimBF ≤ dimB F ≤ dimBF ≤ log 3

log 2
.

Thus dimB F =
log 3

log 2
.

Let µ be the mass distribution on the F such that each of the
3

2
(3k − 1) edges of side

length
1

2k+1 − 1
in Ek carries a mass of

2

3(3k − 1)
. If 2−(k+2) ≤ |U | < 2−(k+1) for some

k ≥ 1, then U can intersect at most 3 of the edges in Ek, and so,
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µ(U) ≤ 3× 2

3(3k − 1)
≤ 2

3k−1

= 54× 2−(k+1) log 3
log 2 ≤ 54|U |log 3/ log 2.

So by the mass distribution principle, p55 of [36], we get,

log 3

log 2
≤ dimHF ≤ dimBF ≤ dimBF .

We have already shown that dimB F =
log 3

log 2
and so dimH F =

log 3

log 2
.

Appendix 2. Discretisation of the Operators

We formulate each of the matrices in equation (3) at generation level n = 2 (see Figure
9). We introduce three fictitious nodes, A, B and C corresponding to the input/output
nodes which, in general for any order n, are coded by 1, m and Nn respectively, where
m = Nn+1

2
. For notational clarity we will only use the generation level superscript (n) on

v where it is absolutely necessary. The value of v at each fictitious node is denoted by vA,
vB and vC . For instance, for level n = 2, the fictitious nodes A, B and C are connected
to the input/output nodes 1, 5 and 9 respectively.

We express the operator
df(vi)

dz
as

Kv

4z
where, if we assume for clarity at this stage

that all values of vj are greater than a,

K(2)vi = vi − vp where, {i, p} ∈ {{1, A}, {2, 1}, {3, 1}, {2, 4}, {5, 4}
, {6, 4}, {7, 3}, {8, 7}, {9, 7}} .

Note we define K
(2)
Bj using K

(2)
Bj vj = vB−vm and similarly K

(2)
Cj using K

(2)
Cj vj = vC−vNn .

For any level n ≥ 3,

K
(n+1)
ij = K

(n)

ij + K
∗(n)
ij

where K
(n)

ij is a block diagonal matrix defined by,

K
(n)

pq =

{
K

(2)
(p−1)mod9+1,(q−1)mod9+1 ifdp/9e = dq/9e for p, q ∈ {1, · · · , Nn = 3n}

0 Otherwise
,

K
∗(n)
ij is a sparse matrix defined by,

K∗(n)

ij =

{ −1 {p, q} ∈ Q−
n

0 Otherwise
,

and Qn = Q+
n

⋃
Q−

n where,

Q−
n =

{ ⋃n
i=4{W−(i)

, Q−
i−1, Q

−
i−1 + 3i−1, Q−

i−1 + 2× 3i−1} , for n ≥ 4

W−(3)
if n = 3

,
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Q+
n =

{ ⋃n
i=4{W+(i)

, Q+
i−1, Q

+
i−1 + 3i−1, Q+

i−1 + 2× 3i−1} , for n ≥ 4

W+(3)
if n = 3

and

Qn =

{ ⋃n
i=4{W (i), Qi−1, Qi−1 + 3i−1, Qi−1 + 2× 3i−1} , for n ≥ 4

W (3) if n = 3
.

Also Wn = W+
n

⋃
W−

n where,

W (n) = {{(3n−1 + 1)/2, 1 + 3n−1}, {3n−1, 1 + 2× 3n−1}, {2× 3n−1, (5× 3n−1 + 1)/2},
{1 + 3n−1, (3n−1 + 1)/2}, {1 + 2× 3n−1, 3n−1}, {(5× 3n−1 + 1)/2, 2× 3n−1}},

W+(n)

= {{(3n−1 + 1)/2, 1 + 3n−1}, {3n−1, 1 + 2× 3n−1},
{2× 3n−1, (5× 3n−1 + 1)/2}, {(5× 3n−1 + 1)/2, 2× 3n−1}},

and
W−(n)

= {{1 + 3n−1, (3n−1 + 1)/2}, {1 + 2× 3n−1, 3n−1}}.

The operator
d2v

(n)
i

dz2
is expressed in discrete form as

Rv

4z2
. where, the ith row of R(2)

is defined in terms of K(2) as,

R
(2)
ij =





1

2
(K

(2)
3j + K

(2)
2j )−K

(2)
1j if, i = 1

K
(2)
pj −K

(2)
ij if {i, p} ∈ {{2, 4}, {3, 7}, {4, 5}, {5, B}, {7, 9}, {9, C}}

K
(2)
ij −K

(2)
pj if, {i, p} ∈ {{6, 4}, {8, 7}}

,

for j = 1, 2, . . . , 9. Defining R
(2)
ij in this way, ensures that only the input/output nodes

use the fictitious nodes, the symmetry in the wave front about the median from node 1
is maintained, and R

(2)
ij is non-singular. In general, for any level n ≥ 3,

R
(n+1)
ij = R

(n)

ij + R
∗(n)
ij ,

where R
(n)

ij is a block diagonal matrix define by,

R
(n)

pq =

{
R

(2)
(p−1)mod9+1,(q−1)mod9+1 if dp/9e = dq/9e for p, q ∈ {1, . . . , Nn = 3n}

0 Otherwise

and R
∗(n)
ij is a sparse matrix defined by,

R∗(n)

pq =

{
1 {p, q} ∈ Qn

0 Otherwise
.

The operator
d∇2v

(n)
i

dz3
has discrete representation

Mv

4z3
, where the ith row of M is defined

using the Laplacian operator matrix (4) with B
(n)
pq = 0,for generation level n = 2 as
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M
(2)
ij =





1

2
(A

(2)
2j + A

(2)
3j )− A

(2)
1j if i = 1

A
(2)
pj − A

(2)
ij if {i, p} ∈ {{2, 4}, {3, 7}}

A
(2)
ij − A

(2)
pj if {i, p} ∈ {{4, 2}, {5, 4}, {6, 4}, {7, 3}, {8, 7}, {9, 7}}

,

for j = 1, 2, . . . , 9. As before, we must define M at each node carefully to ensure that only
one fictitious node is required for each input/output node, that wave front symmetry is
maintained and that the internal nodes do not use any of the fictitious nodes. In general,
for any level n ≥ 3,

M
(n+1)
ij = M

(n)

ij + M
∗(n)
ij ,

where M
(n)

ij is a block diagonal matrix defined by,

M
(n)

pq =

{
M

(2)
(p−1)mod9+1,(q−1)mod9+1 if dp/9e = dq/9e for p, q ∈ {1, . . . , Nn = 3n}

0 Otherwise
.

M
∗(n)
ij is a sparse matrix defined by,

M∗(n)
pq =





1 {p, q} ∈ Q+
n

−1 {p, q} ∈ Q−
n

0 Otherwise

Appendix 3. Proof of Result 1

Result 1

F (n+1) = G
(n) −G

(n)
T (n)F (n+1) (32)

Proof

F (n)−1
=

Pe2

φ2
R(n) − Pe

ξφ2
M (n) + ξPeK(n) + ξ2φ2I(n).

Since G
(n)

is a block diagonal matrix G
(n)−1

= G(n)−1 , which gives,

G
(n)−1

=
Pe2

φ2
R

(n) − Pe

ξφ2
M

(n)
+ ξPeK

(n)
+ ξ2φ2I(n+1)).

Also we have, R(n+1) = R
(n)

+ R∗(n)
, M (n+1) = M

(n)
+ M∗(n)

and K(n+1) = K
(n)

+ K∗(n)

which imply that,

F (n+1)−1
=

Pe2

φ2
(R

(n) −R∗(n)
)− Pe

ξφ2
(M

(n) −M∗(n)
) + ξPe(K

(n) −K∗(n)
) + ξ2φ2I(n+1).

Now,
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INn+1×Nn+1 = G
(n)

G
(n)−1

= G
(n)

(
Pe2

φ2
R

(n) − Pe

ξφ2
M

(n)

+ξPeK
(n)

+ ξ2φ2I(n+1))

= G
(n)

(
Pe2

φ2
(R(n+1) −R∗(n)

)− Pe

ξφ2
(M (n+1) −M∗(n)

)

+ξPe(K(n+1) −K∗(n)
) + ξ2φ2I(n+1))

= G
(n)

(
Pe2

φ2
R(n+1) − Pe

ξφ2
M (n+1) + ξPeK(n+1) + ξ2φ2I(n+1)

−(
Pe2

φ2
R∗(n) − Pe

ξφ2
M∗(n)

+ ξPeK∗(n)
))

= G
(n)

(F (n+1)−1 − T (n))

= (G
(n) −G

(n)
T (n)F (n+1))F (n+1)−1

.

Therefore, F (n+1) = G
(n) −G

(n)
T (n)F (n+1).

Appendix 4. The Renormalisation Recursive Equations.

To utilise the recursive relationship (16) the SG(3) at level n = 2, that is Nn = 9,

is considered as an initial structure. The Green functions F
(2)
ij are calculated by directly

inverting G
(2)
ij . For simplicity, we detail the calculation of the pivotal elements at gen-

eration level 3. The Green function at level n = 2 is denoted by fi,j and for the next

generation, it is denoted by F
(3)
i,j . Due to the symmetry, at level n = 2, we have f1,5 = f1,9,

f5,1 = f9,1, f5,5 = f9,9 and f5,9 = f9,5. The corresponding Green functions carry this sym-

metry forward to each level n. This means that for level n = 3 we have, F
(3)
1,14 = F

(3)
1,27,

F
(3)
14,1 = F

(3)
27,1, F

(3)
14,14 = F

(3)
27,27 and F

(3)
14,27 = F

(3)
27,14. There are other minor symmetries which

will be considered when they arise below. Now,

F
(3)
1,1 = G

(2)

1,1 −
∑

{h,k}∈S(2)

G
(2)

1,hT
(2)
h,kF

(3)
k,1

= G
(2)

1,1 − (G
(2)

1,5T
(2)
5,10F

(3)
10,1 + G

(2)

1,9T
(2)
9,19F

(3)
19,1)

= f1,1 + k2f1,5F
(3)
10,1 + k2f1,9F

(3)
19,1 .

Since f1,9 = f1,5 and, due to symmetry, F
(3)
19,1 = F

(3)
10,1, we find,

F
(3)
1,1 = f1,1 + 2k2f1,5F

(3)
10,1 . (33)

Now the element F
(3)
10,1 is calculated in a similar way to give,

F
(3)
10,1 = k1f1,1F

(3)
5,1 + k2f1,5F

(3)
18,1 . (34)

Continuing in this way the element F
(3)
18,1 can be calculated as,
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F
(3)
18,1 = k1f5,1F

(3)
5,1 + k2f5,5F

(3)
18,1 . (35)

Also,

F
(3)
5,1 = f5,1 + k2(f5,5 + f5,9)F

(3)
10,1 . (36)

The equations (33), (34), (35) and (36) represent a system of four linear equations with

four unknowns, F
(3)
1,1 , F

(3)
10,1, F

(3)
18,1 and F

(3)
5,1 . The element F

(3)
14,1 can now be calculated as,

F
(3)
14,1 = k1f5,1F

(3)
5,1 + k2f5,9F

(3)
18,1, (37)

and F
(3)
1,14 as,

F
(3)
1,14 = k2f1,5F

(3)
10,14 + k2f1,5F

(3)
10,27. (38)

Similarly,

F
(3)
10,14 = f1,5 + k1f1,1F

(3)
5,14 + k2f1,5F

(3)
18,27 , (39)

F
(3)
10,27 = k1f1,1F

(3)
5,27 + k2f1,5F

(3)
18,14 , (40)

F
(3)
5,14 = k2f5,5F

(3)
10,14 + k2f5,9F

(3)
10,27 , (41)

F
(3)
18,27 = k1f5,1F

(3)
5,27 + k2f5,5F

(3)
18,14 , (42)

F
(3)
5,27 = k2f5,5F

(3)
10,27 + k2f5,9F

(3)
10,14 , (43)

F
(3)
18,14 = f5,9 + k1f5,1F

(3)
5,14 + k2f5,5F

(3)
18,27 , (44)

F
(3)
14,14 = f5,5 + k1f5,1F

(3)
5,14 + k2f5,9F

(3)
18,27 , (45)

and

F
(3)
14,27 = k1f5,1F

(3)
5,27 + k2f5,9F

(3)
18,14 . (46)

The seven equations (38)-(44) represent a linear system with seven unknowns F
(3)
1,14, F

(3)
10,14,

F
(3)
10,27, F

(3)
5,14, F

(3)
5,27, F

(3)
18,14 and F

(3)
18,27. Subsequently, F

(3)
14,14 and F

(3)
14,27 can be calculated from

(45) and (46).
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