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Professor Manu Haddad, Chair of UHVnet 
 

Chairman’s Introduction to the 2nd UHVnet Colloquium 
 
Welcome to the 2nd UHVnet colloquium. The first colloquium was organised back in 
2005 at Cardiff University, and was attended by some 70 delegates with over half of 
them from industry. 33 papers were presented in the areas of insulation ageing and 
condition monitoring of high voltage plant. This second colloquium focuses on 
disseminating postgraduate research students’ work in the areas of measurements and 
condition monitoring.  
 
The Universities High Voltage network, UHVnet, was founded some 5 years ago to 
provide a dissemination and networking forum for researchers and engineers 
investigating aspects of high voltage phenomena, and high voltage equipment and 
systems. This is also aimed at facilitating direct and effective exchange of expertise 
amongst network members and industry, and at establishing closer collaboration 
between university research groups and industrial partners including both 
manufacturers of high voltage equipment and electricity utilities. UHVnet is now 
open to new members from academia and industry. 
 
The current UHVnet consists of seven university partners having strong high voltage 
engineering research groups; they are based at the following universities: 
Southampton, Cardiff, Leicester, Manchester, Liverpool, Strathclyde and Glasgow 
Caledonian. These groups cover most topics of high voltage research, and their 
members are well established international experts in their areas of research. 
 
The primary objective of UHVnet is to maintain the Health of the High Voltage 
Discipline in the UK. Furthermore, UHVnet has the following specific objectives: 
 
i. To increase visibility and dissemination of work carried out in universities in the 

high voltage area; 
ii. To ensure future health of discipline by attracting younger researchers, and 

establish a community of networked researchers; 
iii. To improve training  and learning for postgraduate students and researchers, and 

ensure continuity; 
iv. To develop academic links between academic institutions and contribute to the 

innovation and engagement agenda; 
v. To highlight contributions and establish a high profile for the discipline to attract 

/influence industry and government research funding; 
vi. To develop and undertake multi partner initiatives to address major issues faced 

by industry, and  
vii. To raise the international profile of the group. 
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Experience you can trust.

Flexible Power Grid Laboratory.

Assisting grid integration of 
distributed generation 

UHVnet colloquium, 21 January 2009 Anton Linssen
Glasgow Caledonian University, Glasgow, U.K. Erik de Jong

2

Content.
Introduction - trends towards future networks
– Grid integration of distributed generation
– Flex Power Grid Lab

Research subjects
– Intelligent grid components
– Fault ride-through
– Power quality
– Pre-qualification and standardisation

Summary & Conclusions

3

Trends towards future networks.

New emerging technologies / innovations
– Bulk to ‘greener’ decentralised power (solar, wind)
– Integration of PE and ICT applications in grid
– Smart grids (DER / integrated network control)
– New (privatised) equipment (intDS)

Challenges:
– PQ aspects
– Stability aspects
– Standardisation
– Efficiency

4

Existing power system:

Power grids of the future.

5

Existing power system is mutating

15% of EU power demand in 2010 delivered by 
renewable energy sources (RES):

Wind
Solar
Biomass
Gas-based micro technologies

Including storage (Peak shaving, etc)

Power grids of the future.

6

Power grids of the future.

Speaker presentation: Dr Erik de Jong, "Assisting grid integration of distributed generation"
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small to medium sized (100kW – 50 MW) conversion 
technology

High-speed micro & mini power turbines
Reciprocal machines
Fuel cells
Combined Heat & Power systems

Power grids of the future.

8

Grid integration of renewables.

Connected by 
POWER ELECTRONICS

9

Introduction - Flex Power Grid Lab.

Interaction

Interaction

Distributed generation
(DG) units

Power electronics

Interaction

Interaction

Implementation Research & 
Testing

+many more 
applications…

10

Key figures makes test facility unique.

Voltage level up to 3.3 kV
DC to 75 Hz frequency range
Continuous power up to 1 MVA
Up to >25th harmonics
4 Quadrant operation
Synchronisation with other source
Controllable power exchange

Power
1 MVA

Voltage
3,3 kV

Bandwidth
2.4 kHz

A free programmable polluted grid

11

Programmable GRID parameters.

220kW to grid

90kW to load

220kW to grid

Diesel gen.

12

Content.
Introduction - trends towards future networks
– Grid integration of distributed generation
– Flex Power Grid Lab

Research subjects
– Intelligent grid components
– Fault ride-through
– Power quality
– Pre-qualification and standardisation

Summary & Conclusions

Speaker presentation: Dr Erik de Jong, "Assisting grid integration of distributed generation"
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Home 
appliances

Drives, power 
electronics, electric cars

Electric power 
equipment

Filters, conditionersInstrument transformersPQ Analyzers

Special grids

LOADS

1

Distributed Generation

Island grids

Energy Storage

Power
Conversion

AC grid

Gensets, UPS

14

Intelligent components.

Intelligent distribution station
Aggregation of Customer 
Demand and Supply
Guaranteeing Power Quality
Information Gateway between 
Customers and Transmission 
Grid
Control Gateway between 
Customers and Transmission 
Grid

15

Intelligent components.

Intelligent distribution station
Aggregation of Customer 
Demand and Supply
Guaranteeing Power Quality
Information Gateway between 
Customers and Transmission 
Grid
Control Gateway between 
Customers and Transmission 
Grid

16

Fault ride-through.

Disconnection criteria

Reactive power support
– Req. by German grid

code from 1 Jan. ‘09

17

PQ research and testing.
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IEC 61000-3-6
EMVT lab

Relative phase angels freely and individually adjustable

Double the standards worst case value

FPGLab

18

PQ research and testing.
f=75 Hz
EN50160 (mix)

5,0%   3rd harm.
6,0%   5th harm.
5,0%   7th harm.
1,5%   9th harm.
3,5% 11th harm.
1,5% 19th harm.

R||L Load (PF=0.7)

300kVA @ 3300Vrms

Speaker presentation: Dr Erik de Jong, "Assisting grid integration of distributed generation"
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PQ research and testing.

1,5% 19th harm.

6,0%   5th harm.

20

PQ research and testing.

At medium voltage level and full power:

PQ immunity analysis

Thermal analysis

Audible noise analysis

EMI analysis

21

Standardisation.

Pre-qualification and 
standardisation
DERLab consortium

International white paper 
on grid inverters
– Research needs
– Standardisation needs

22

Content.
Introduction - trends towards future networks
– Grid integration of distributed generation
– Flex Power Grid Lab

Research subjects
– Intelligent grid components
– Fault ride-through
– Power quality
– Pre-qualification and standardisation

Summary & Conclusions

23

Summary & Conclusion.

Grid integration of RES & DER high on political agenda

Dynamic, active grids are evolving (Smartgrids)
– Increasing small scale generation in the grid
– Power flow in multiple directions 
– Increasing ICT to control the grid

Ancillary services by grid coupled power electronics provide
opportunities (also during grid-fault conditions)

Testing and standardisation requirements still lagging

24

Visit our website for more details.

www.FlexPowerGridLab.com

The Flex Power Grid (FPG) Lab offers unique services 
for DG and RES grid integration, power conversion 
equipment, and power monitoring and control devices 
by offering a predefined grid or load in the MV range.

Speaker presentation: Dr Erik de Jong, "Assisting grid integration of distributed generation"
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Experience you can trust.

Thank you for your attention.

Anton.Linssen@kema.com
+31 26 356 6071

Erik.deJong@kema.com
+31 26 356 2794 www.kema.com

Speaker presentation: Dr Erik de Jong, "Assisting grid integration of distributed generation"
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P ti l Di h M it i iPartial Discharge Monitoring in 
Medium Voltage Cables ---

Experience in Data Denoising

Prof. Chengke Zhou
Dr. D.M.Hepburn, Mr. M.Michel*, Mr. X. Song

Glasgow Caledonian University / *EDF Energy

Talk Overview:-

• The need for PD-based condition monitoring of MV 
cables

• On-line vs. Off-line monitoring

• Noise in on-line cable condition monitoring signals

• Wavelet-based data processing

• Conclusions/Future Work

Why Condition Monitor MV plant? Why Condition Monitor MV plant?

Asset Asset type Design life
(years)

Transformers >11kV 50
11kV ground mounted 45
11kV pole mounted 45

Switchgear Indoor 45
Outdoor 40

Cables 132kV 60
33kV 60

6.6kV / 11kV 70

UK utility “Design life” of MV plant 

Why Condition Monitor MV plant? 

– Existing MV plant continues to age
– Current replacement rate is not fast 

enough to stop MV plant failure
– Condition monitoring is required because it

• Provides early warning of incipient fault• Provides early warning of incipient fault
• Allows asset replacement programme to 

be prioritised
• Avoids expensive unplanned outage

Cable PD pre- & post-replacement

No PD following cable replacementNo PD following cable replacement

Increasing PD activityIncreasing PD activity

On-line monitoring, post replacement

Initial on-line monitoring data

Speaker presentation: Professor Chengke Zhou, "Partial Discharge Monitoring in Medium Voltage Cables - Experience in Data Denoising
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On-line vs Off-line cable 
PD detection

On-line: system 
permanently 
installed

Off-line: test van 
often employed.

PD monitoring –
On-line vs. Off-line
• Off-Line monitoring – mature technology:

• Both the repetition rate at which PD are excited and the discharge 
magnitude can be correlated with applied voltage;

• The cable under test must be taken out of service;
• Specialists needed to set up, perform tests and to reinstate system;
• The high costs of operating a cable van system;
• Offers only snapshots of cable condition and only under the 

specific testing conditions (1 phase energised at one time). p g ( p g )

• On-line monitoring – increasing application:
• Continuous monitoring of system possible;
• All 3 phases are energised, i.e. under standard operational situation;
• Once installed, does not require the costly interventions associated 

with off-line testing;
• Seen as an easier and less expensive solution, providing an 

economical advantage;
• No established theory for diagnostics.

PD activity vs. Time

Variation in PD activity in one cable

Challenges in on-line monitoring

Variation in on-line signal from MV cables: 
PD activity, RF noise and external pulsative signals

On-line data frequency spectrum

FFT of data signal from one end of 1022m MV cable
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Multiple pulse shapes detected in single data set (20ms)

Speaker presentation: Professor Chengke Zhou, "Partial Discharge Monitoring in Medium Voltage Cables - Experience in Data Denoising
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Typical waveforms from on-line 
cable PD detection systems

Noise from 
Exciter pulses

PD from local 
switchgear

PD from 11 orPD from 11 or 
33kV paper 
insulated cable

PD test result interpretation often encounters severe 
problems in practical, on-site testing ---- NOISE !NOISE !

Very Noisy Signal

Misleading 

Wavelet-based denoising

Interpretation!!

‘Clean’ Signal

WaveletWavelet--based based denoisingdenoising

Wavelet denoising procedure

Apply DWT to noisy signal
- to produce noisy wavelet coefficients

Reconstruct signal - cleaned data

Threshold the wavelet coefficients
- to eliminate those associated with noise 
and retain those related to PD pulses

! ! 

ApplicationsApplications

Applied to IECApplied to IEC--6027060270
detecting systemdetecting system

Applied to ultrasonic
detecting system

Applied to CT-based
detecting system

Nq−−ϕ Analysis PD Source Location PD Pulse Shape Analysis

Problems with DWT Second Generation Wavelet 
Transform or Lifting scheme

– Better adaptability

– Calculation --- quicker

– Less memory is required 

– More accurate in pulse shape reconstruction

Speaker presentation: Professor Chengke Zhou, "Partial Discharge Monitoring in Medium Voltage Cables - Experience in Data Denoising
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Examples of Adaptability

DWT                                             SGWT

Application of SGWT to PD data 
denoising

Left: Right: 
HFCT at one end of a 1022m cable HFCT at other end of cable 1 hour later.

Frequency spectra from cable ends

Left: Right: 
FFT from one end of cable FFT from other end of same cable

Zooming-in

This is the category… Lifestyle etc.

PD source localisation

Top: individual pulses observed at the two ends of the cable

Bottom: PD count vs pulse risetime.

Cable Mapping Results

Off-line cable mapping results revealed that the source of PD is around 222 
metres from one end and 800 metres from the other.

Speaker presentation: Professor Chengke Zhou, "Partial Discharge Monitoring in Medium Voltage Cables - Experience in Data Denoising
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Multiple PD sources 

Left hand Figure: Right hand Figure:
Blue: original data. PD count vs risetime.
Red: pulse type 1. 
Light blue: pulse type 2.

PD pattern and pulse shape may contain location and defect type information.

Conclusions

• Data acquired from on-line cable monitoring 
systems contain significant levels of noise. 

• The most significant noise sources are RF 
and pulsative noise.

• SGWT based algorithm is effective in signal 
denoising

• Pulse shape and PD pattern may offer 
valuable information on PD fault type and 
source location

Future Work

Knowledge Discovery from On-line Cable Condition 
Monitoring Systems: Insulation Degradation and 
Ageing Diagnostics

Prof. C. Zhou, Dr. D.M. Hepburn (GCU),
Dr. M.Judd and Dr. W.H.Siew (Strathclyde)

• Develop an innovative data mining technique and apply the 
technique to acquire knowledge on insulation condition and 
aging mechanism of power plant items directly from on-line ag g ec a s o po e p a t te s d ect y o o e
Partial Discharge (PD) monitoring systems;

• Validate the results by extensive laboratory and on-site 
experiments which will be expected to generate new 
knowledge on 
• understanding of relationship between PD current pulse and 

physical degradation, 
• the traveling loss of PD signals and 
• the correlation between measurable quantities with the insulation 

degradation and associated risks

Future development ---
Knowledge extraction

• Knowledge rules for on-line and off-line 
monitoring are different

– The electric field distribution is different in the two cases. 
– During off-line PD testing the equipment used is generally 

connected to one cable-end while the other end is left open. 
– On-line systems monitoring underground cables are fully 

connected with other parts of the networkconnected with other parts of the network.
– The operating temperature of the cable depends directly on the 

load.
– PD activity in power plant depends on time varying factors such as 

thermal and mechanical stress. Off-line testing cannot provide 
information on the effect of these factors, only giving snapshots 
and only under the specific testing conditions. 

– Knowledge for diagnostics in on-line monitoring has to be acquired 
from on-line monitoring data.

Innovative simulations Concluding remarks

• MV plant items are ageing
• Reported plans indicate replacement will 

occur long after design life is completed
• PD based on-line condition monitoring is 

gaining importance in management of the 
ageing assetsageing assets

• Challenges remain in maximising the benefit 
of on-line monitoring systems

• Bright future for further technical innovations

Speaker presentation: Professor Chengke Zhou, "Partial Discharge Monitoring in Medium Voltage Cables - Experience in Data Denoising
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The End

Prof. Chengke Zhou   

Email: c.zhou@gcal.ac.uk

Tel:   0141-331-8916

Speaker presentation: Professor Chengke Zhou, "Partial Discharge Monitoring in Medium Voltage Cables - Experience in Data Denoising
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Advances in radiometric monitoring 
of partial discharges

Prof Philip Moore
Electrical Plant & Diagnostics Group
Department of Electronic and Electrical 
Engineering

• Basic principle

Structure of presentation

• Gas-insulated substations

• Air-insulated substations

• Transformer monitoring

Basic Principle
Copper winding
Paper insulation
Oil
Earthed steel tank

Element of a 
t f xx

Electric
Field at x

Position

transformer xx

Basic Principle
Copper winding
Paper insulation
Oil
Earthed steel tank

Element of a 
t f xx Gas bubble

Electric
Field at x

Position

transformer xx Gas bubble

Enhanced electric 
field causes 
breakdown of gas –
partial discharge

Current

Time

Partial discharge current

Current

Electrical PD measurement

Area under curve is inferred to 
give pC value – apparent 
charge

Time Radiometric PD measurement

PD is measured from radio-
frequency emission due to fast 
rising front of current pulse

Radiometric PD 
measurement

Spekaer Presentation: Professor Phil Moore, "Advances in radiometric monitoring of partial discharges"
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Gas Insulated Substations

Gas insulated substations

GIS

barrier
coupler

window
coupler internal

coupler

• Pioneered during 1980s

• CIGRE procedure for verifying sensitivity of UHF detection 
systems in 1998

GIS

Locating Defects by the Time-of-Flight Method

sensor
2

 

t2 

t1 

t2 - t1 

defect

sensor
1

t1 t2

Air Insulated Substations

• PD source location

• Fixed PD monitoring systems

• Relocatable monitoring systems

• Substation PD surveys

PD source location

PD source location (u,v,w) is calculated 
from measured time delays

REMOTE 
CONNX

network

utility

UPS

Web server

Spekaer Presentation: Professor Phil Moore, "Advances in radiometric monitoring of partial discharges"
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Fixed PD monitoring system

• In a typical month, system triggered by 
12,000 records

• Around 11,000 (~90%) of these records 
i l i t i ll bil h

Substation A – recorded data

were non-impulsive; typically mobile phone 
transmissions

• An algorithm was developed to discard non-
impulsive records

• System is also sensitive to switchgear 
operations

Breakdown of impulsive records for month of 
February 2003 

Isolator operation
Unrepetitive, 
unaccounted
impulses

Substation A – recorded data

Capacitive switching

Reactor switching

Other switching ops
impulses

Breakdown of impulsive records for month of 
January 2003 

Other switching ops

Unaccounted
impulses

Substation A – recorded data

Capacitive switching

Reactive switching

Isolator operation

Other switching ops

 

200

250

300

co
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ed

All t d l

Breakdown of unaccounted impulses for 
month of January 2003 

Substation A – recorded data
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0
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Date (January 2003)

N
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 o
f p
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s 
re

c All unaccounted pulses
'Significant' unaccounted pulses

Date (January 2003) 

What happened on 26 January 2003?
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PD Location

Antenna 
array 

Bay containing failed CT 

Current Installations

• 4 systems in UK

S• 5 systems in USA

• 1 system in Australia

• Screening for

• Circuit breaker/isolator operations

• Mobile phone triggers

Automated PD Analysis

ob e p o e t gge s

• Adaptive sensitivity

• Automated location

• Automated classification
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69 kV VT after disassembly Relocatable monitoring system

Substation PD surveys

Typical result – 275 kV substation

Tap changer 

275 kV bushings 

c 

b

a 

66 kV bushings 

PD locator 

• Transformer bushings
• Through bushings

Mobile PD Locator - Experience

• Cable sealing ends
• Tap changers
• Current/voltage transformers
• Isolators
• Post insulators
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Transformer 
monitoring

Locating PD in a power transformer
 

(m) 

S1 

HV 

S2

HV HV 

LV LV LV 

(m) 

S3

Externally coupled signals

 

amplitude 
 

10 mV

Corona type signal 

0 50 100 150 200 250
time  ( ns ) 

10 mV 
per 
div 

PD / arcing type signal 

13kV-900pC

0.00
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0.10
amplitude (V)

Example
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Transformer couplers
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UHF sensor for DN80 oil valve on power 
transformer (images courtesy of LDIC GmbH )

• Proven technology

Advantages of radiometric PD monitoring

• Ability to locate source of PD

• Safe – no electrical contact

• Easy to apply
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HV Challenges 
in the Transmission Network 

Jenny Cooper

Who is National Grid?

National Grid is one of the world's largest utilities, focused on 
delivering energy safely, reliably, efficiently and responsibly .

We own and operate gas and electricity transmission and gas 
distribution networks in the UK and US and electricity distribution 
networks in the US.

Our core skills lie primarily in the management of large and complex 
energy delivery networks. 

2

National Grid’s goal is to be the world's premier utility through focus 
on

Performance

Integration

Reliability

Safety

National Grid UK Electricity Transmission 

Scotland Key Statistics 
• Operating voltages 132, 275 & 400kV
• 341 substations
• 190 Grid Supply Points
• 128 generating unit connections
• Installed capacity: 67 GW

3

France

Installed capacity: 67 GW
• Maximum demand: 53.29 GW
• Energy transmitted: 308.7 TWh
• 14,102 circuit km of OHL 
• 985 km of cables
• 21,890 Transmission towers  
• 2,751 circuit breakers
• 727 transformers 

National Grid UK Gas National Transmission System 
(NTS)

Key Statistics 

Operating pressures 70-94 bar

Miles of NTS pipeline - 6800km

Compressor Stations 25

St Fergus

Reception terminals
Interconnector
NTS compressor stations
High pressure transmission system

4

Compressor Stations - 25

Beach Gas Reception Terminals - 6

Off-takes to Distribution networks - 106

LNG Storage Sites (Unregulated) - 5

End Consumers - 21.2 Million

Peak Demand (04/05) - 418 million cubic meters

Easington

Bacton

Theddlethorpe

Teeside
BarrowTo Ballylumford

To Dublin

To/ from Zeebrugge

Generic Challenges for the Electricity and Gas 
Transmission Networks in 2009

Asset replacement of the energy networks

Changing sources of energy supply 

UK Emissions targets

5

Implementation of new technology 

Energy policy, planning and regulatory framework

Transformers Asset Age Profiles

Transformers Asset Age Profile: 2004/5
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With many outages highly restricted it is critical to understand 
the condition of plant before ……

7

Things go wrong!!

Asset Management Maturity Model

‘Interval based’
(e.g. maintain at a 

set interval, replace 
at asset life)

‘Condition based’
(e.g. maintain/replace 
based on condition)

‘Reactive based’
(e.g. repair/replace 

on fail

‘Risk & Criticality 
based’

(e.g. maintain/replace 
assets with the 
highest risk and 

8

greatest importance)

Increasing maturity of asset management 
based on research to predict lifetime of assets

Changing Sources of Electricity

Heysham
140MW 2006/07

Humber & Rough
540MW 2009/10

Scottish developments
4.5GW 2004/05 to 2010/11

Seal Sands
779MW 2007/08

Immingham 2
560MW 2007/08

Pembroke 1
800MW 2007/08
1,200MW 2008/09

9

Shell Flats
315MW 2007/08

Greater 
Gabbard
500MW 
2008/09

London Array
1,200MW 2008/09
800MW 2008/09

Potential wind developments Potential gas-fired plant

Scunthorpe
294MW 2007/08

Staythorpe C
2x415MW 2005/06
2x415MW 2006/07Marchwood

935MW 2007/08

Langage
850MW 2007/08
400MW 2010/11

Pembroke 2
2,000MW 2010/11

To Complete the Picture - Changing Sources of Gas
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0%
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Additional Import Requirement
Existing Imports
UKCS Upside
UKCS
Demand
Import Requirement

Ormen 
Lange

Dutch 
Interconnector

Isle of Grain 
LNG

Zeebrugge 
Compression

Milford Haven 
LNG

Renewables and carbon dioxide reduction targets are 
challenging.

15% of final energy demand to be met from renewable sources by 2020 (EU 
Directive)

Target to reduce CO2 emissions to 80% below 1990 levels by 2050 

7 0 0
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0
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5 4 4 m t C O 2 RAPID 

CHANGE

Heat, transport and electricity are major CO2 polluters 
and must be addressed

35% 22%

Land 
transport

12

Air and sea
7%

17%14%

2% Other

4%

2005 Data – includes international aviation and shipping
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Electricity

Renewable
Electricity
Heat

Renewable
Heat
Transport

Renewable
Transport

There are two strategies to meet the 15% renewables 
target

1742TWh

UK Final Energy Demand

Renewables ‘slices’ must “add 
up” to 15% by 2020

13

Transport

“Make the pie smaller”

(reduce demand for energy 
across the three sectors)

“Make the renewable slices bigger”

Increase the contribution from 
renewables in each sector

Business As Usual - 2020/21 Capacity Mix (GW) – A problem!

39.0, 44%

13.4, 15%

1.2, 1%

5.5, 6%

14

23.1, 26%

6.9, 8%

Gas Coal Nuclear Wind Other Renew Other

89GW Capacity
65GW Demand

The Challenge of UK Renewable and emissions targets

National Grid has developed Green ‘hypotheses’ which assume;

100% domestic compliance

EU 15% target for renewables in GB met in 2020

emissions reduce along a trajectory towards CO2 target by 2050

Developing these hypotheses helps us understand the drivers, needs and trade-offs.

15

Low Carbon Electricity Low Carbon Energy

A collaborative effort amongst the 
big stakeholders to connect wind 

by 2020

Significant behavioural change 
amongst all parties which leads to  

green action.  

Introducing Low Carbon Electricity

We have developed two separate “hypotheses” describing plausible routes to 
achieving the 2020 targets and beyond

Low Carbon Electricity

Low Carbon Energy

16

Our first hypothesis requires

Significant supplies from wind, means new fossil fuel with CCS and new nuclear

Improvements in energy efficiency create demand reductions…

…but demand reductions are netted off by some electrification of heat, followed by 
transport

Low carbon Electricity –
2020/21 Capacity Mix (GW)

34.5, 35%

29.1, 29%

3.3, 3%

5.5, 6%

17

19.8, 20%6.9, 7%

,

Gas Coal Nuclear Wind Other Renew Other

99GW Capacity
61GW Demand

Introducing low carbon energy

Back to the two separate “hypotheses” describing plausible routes to 
achieving the 2020 targets and beyond

Low Carbon Electricity

Low Carbon Energy

18

Our second hypothesis requires

more significant contribution from heat and transport

greater balance across all energy sectors

significant behavioural change amongst all parties which leads to green action

Speaker Presentation: Dr Jenny Cooper, "HV Challenges in the Transmission Network"
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Low Carbon Energy 2020

Electricity

Lower renewables share (~27%) of electricity demand

compare with 35% in ‘Low Carbon Electricity’

Reduced requirement for offshore wind development

15 GW wind in total, with 4 GW offshore

Demand

The population driven to become climate-aware and everyone ‘does their bit’

I l ti SMART ffi i t li

19 nationalgrid

Insulation, SMART, efficient appliances

Combined effect is that energy demand falls by 15%

CO2 emissions 
reduction of at least 
26% (relative to 1990 

levels) 

Circa  35% -40%

Description of UK/EU target:

• 20% of electricity demand to be 
met by renewable sources (UK).

• 15% of all energy met by 
renewable sources which equates 
to an average of 34-40% of 
electricity demand (EU)

Projected outcome: 27%

Renewables 
(Ex Hydro)

25%

Nuclear
4%

Gas (inc CCS 
Gas)

Coal (inc CCS 
Coal)
24%

Other
7%

Capacity Mix

40%

Low Carbon Energy 2020

Heat

More industrial and district CHP (new build)

biomass and gas-fired

Ground source heat pumps

Some electrification, e.g. storage heating

Transport

Some modal change (e.g. private to public transport)

El t ifi ti f il d b i l fl t

20 nationalgrid

Electrification of rail and some urban commercial fleet

10% Biofuel target met

CO2 emissions 
reduction of at least 
26% (relative to 1990 

levels) 

Circa  35% -40%

Description of UK/EU target:

• 20% of electricity demand to be 
met by renewable sources (UK).

• 15% of all energy met by 
renewable sources which equates 
to an average of 34-40% of 
electricity demand (EU)

Projected outcome: 27%

Capacity Mix

Low Carbon Energy 2030

Heat

More CHP into existing buildings

More ground source heat pumps

More electrification, e.g. storage heating

Transport

Continued modal change

Electrification of private vehicles

21

CO2 emissions 
reduction of at least 
44% (relative to 1990 

levels) 

Circa  ~ 50%

Capacity Mix

Renewable target 
not currently set 

for 2030

p

Plug-in hybrids?

Renewables 
(Ex Hydro)

30%

Nuclear
6%

Gas (inc CCS 
Gas)
49%

Coal (inc CCS 
Coal)
8%

Other
7%

Hypotheses Summary
(renewables share of total final energy demand)

YEAR 2020

ELECTRICITY 9% 5%

22

HEAT 3% 7%

TRANSPORT 3% 3%

TOTAL 15% 15%

2008 to 2020 Flows 

2008 flows – No problems!

23

2008 to 2020 Flows 

2020 Potential Flows

Very heavy flows from North Scotland, 
through Scotland and Upper North 
England

High volume of offshore wind farms off  
E t C t

24

East Coast

Potential for Central Wales renewable 
generation

Speaker Presentation: Dr Jenny Cooper, "HV Challenges in the Transmission Network"
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Getting Renewables from Scotland
Possible solutions, Offshore HVDC – providing additional capacity

Accommodates 10 GW of renewables from 
Scotland 

Option of connecting 4 GW of  offshore 
wind

Challenges in HVDC cables and associated ii

25

technology including control devices 

Beauly – Deny line is a pre-requisite

i

Getting Renewables from Scotland
Alternative option  – Incremental Onshore Reinforcements – getting more out of existing 
capacity

Accommodates 10 GW of renewables 
from Scotland 

Option of connecting 2 GW of  offshore 
wind

Use of FACTS (Flexible AC Transmission 
systems) devices to improve stability

26

systems) devices to improve stability 
limits.

Increased operating voltage 

Convert HVAC to HVDC

Improved control systems to improve 
stability limits – HTS, 
semiconductors.

Connecting East Coast offshore wind
Possible solution to series of east coast radial connections

Facilitating large volumes of wind off 
of the East coast in a congested 
part of the network

Required Investment to 
accommodate offshore 

generation

27

New lines AC/DC

Rating of Switchgear

Fault level 80KA + 

Continuous rating 
5000A+

2030 Challenges and opportunities

135 GW of electricity demand

Higher volume of Intermittency

Significant increase in power flows

Power flows more volatile with ‘active’ transmission limits

Greater integration with European Transmission

But…

28

New technologies

Dynamic demand

DC networks

Extending onshore networks to offshore

More Sophisticated energy management systems

Active distribution networks

Novel energy storage
 Domestic heat storage
 Novel flow batteries 

Active 
Monitoring 
by National 
Grid

Where is the combined market for new materials 
solutions driving short to long term?

Construction – current materials and materials from other industry sectors

Resilience to climate change issues – flooding, higher temperatures, wind 

Condition monitoring and assessment – sensors and knowledge

Low loss materials – overhead line conductors, coatings for pipes, will HTS ever be 
reliable enough for transmission? 

29

Alternative energy networks – will hydrogen or carbon dioxide networks emerge, will 
the materials technology need to evolve or adapt new pipelines?

Alternative transformer and circuit breaking options – non-mineral oils or different 
transformer designs, an alternative technology or gas to sulphur hexafluoride 

More flexible plant – control devices based on HTS or semiconductor technology, 
multipurpose pipes, composites 

Smart materials – self healing materials based on nanotechnology research

Conclusions for electricity transmission 

WE will have to drive the Transmission system harder then ever 
before.

If we are to meet renewable targets we need to start developing 
transmission system now.

30

SO

WE ALL have some exciting challenges ahead that need the 
support of HV research and technology.

HOW do WE ALL ensure that HV technology is available to required 
timescales? 

Speaker Presentation: Dr Jenny Cooper, "HV Challenges in the Transmission Network"
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Thank you

Jenny Cooper
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Abstract: The work presented here is the simulation study of 
partial discharge (PD) Acoustic Emission (AE) signal 
propagation in a metal oil tank. Partial differential equations 
(PDE) describing the AE wave have been developed and 
solved using the Finite Element Method (FEM). The study 
described in this paper helps to investigate the propagation 
behaviour and signal attenuation of the AE waves in oil at 
different temperatures. Reflection and refraction of the waves 
are simulated and displayed. This is an important result in 
relation to the interpretation and understanding of practically 
measured PD signals emitted in a model tank. It is shown that 
the attenuation of acoustic signal depends upon the location of 
the discharge and the temperature of the oil medium. Fast 
exponential decay of the PD AE wave amplitude has been 
observed with higher temperature. Animation of simulation 
results provides a clearer picture of the propagation and 
attenuation of the AE signal. The PD AE wave pressure 
distribution over time can also be seen clearly. 
 
Index Terms –Acoustic Emission, Finite Element Method, 
Partial Discharges 

I. INTRODUCTION 

Partial Discharge (PD) measurement is used as an 
important tool for determining the condition of insulation 
systems of high voltage (HV) devices. Understanding the 
condition of the insulation components allows Asset 
Managers to improve the reliability of the transmission and 
distribution network. The interpretation of the signals 
produced in the various measurement techniques helps to 
extract information about the insulation defects. PD occurs 
when the local electrical field intensity exceeds the 
dielectric strength of the dielectric involved, resulting in 
localized ionization and breakdown. It is defined by the 
IEEE as an electrical discharge that only partially bridges 
the insulation between conductors and that may or may not 
occur adjacent to a conductor [1]. These PDs can be 
detected by a variety of techniques. One of them is the 
Acoustic Emission (AE) technique which is non-invasive 
and immune to electromagnetic noise. Under normal 
operating high voltages, the presence of any defect in an 
insulation medium can cause local field enhancement near 
the defect site causing PDs in the insulation and 
consequently local perturbation in the medium due to the 
release of energy in the form of burst/impulsive pulses 
(acoustic energy) that radiate in all directions from the 
discharging source. The released energy can be detected by 
mounting an AE sensor over the outer surface of the HV 
structure. The AE method provides information on the 

existence, size, and first of all the location of PD 
occurrence, which cannot be obtained by using other 
methods [2-4].  
 A great deal of research work has already been carried 
out on acoustic PD detection and its practical applications 
have been undertaken by many researchers [1-10]. Studies 
of AE signals presented in the current literature are often 
carried out in the form of experimental investigations. 
Unfortunately there is a lack of understanding of acoustic 
modes of propagation within HV insulation systems. As 
such there is also little published work related to modeling 
and simulation of propagation modes of acoustic wave 
from PD activity. The idea behind the simulation study is to 
deduce how PD AE waves travel in a basic metal model 
tank and to visualize how the wave is attenuated and 
reflected from the tank walls before the scheme can be 
applied to real transformers [5-10]. Specifically, this paper 
investigates the simulation of PD AE wave propagation 
behaviour and signal attenuation in transformer oil at 
different temperatures to demonstrate the physical changes 
in the AE waves which may be expected in real-life 
situations. 

II. GOVERNING EQUATION  

PD activity appears as a small "explosion" within an 
insulating medium. PD emits light, heat, electromagnetic 
radiation and AE signals. It will excite, in the case being 
considered here, the surrounding fluid medium and 
therefore induce ultrasonic pressure waves. These signals 
can be considered as an impulse having a steep wave front. 
In reality, the pressure waves are more complex due to 
interference of longitudinal, shear and surface waves and 
also with the reflected waves from the tank walls but for an 
initial evaluation, the simplest form of signal emission is 
considered. These signals travel towards sensors through 
various propagation materials such as oil and metal. The 
standard partial differential equation (PDE) that governs 
the propagation of an acoustic wave within a 2-D 
homogenous media is given by [8]: 
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In equation (1), P is the pressure wave field (Pa), t is the 
time (s) and C is the acoustic wave velocity (ms-1). )(rδ is 
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the Dirac Delta function associated with the position of the 
PD source in space, R is the specific observation radius and 

)(tf  is the source function used in the numerical 
simulation of acoustic propagation. The function 

)(tf which represents the PD source is often expressed [8] 
as follows:  

tttePtf ωββ sin*
0)( −

= ------ (2) 

where P0 is the maximum amplitude of the acoustic source, 
ω is the angular frequency and β is the attenuation factor 
which determines how fast the peak amplitude decays. 
Equation (1) can be solved and simulated using Finite 
Element Methods (FEM) [5-7]. FEM is a versatile and 
powerful numerical procedure which analyzes complex 
structures for various scientific and engineering fields. 

III. PROBLEM FORMULATION 

The proposed simulation is based on a specific small 
scale propagation geometry in order to simulate PD AE 
waves from a point source as shown in Figure 1. The main 
objective of this paper is to demonstrate 2-D propagation 
characteristic of the acoustic wave within the oil. An oil 
filled steel tank of size 30cm by 35cm is considered with 
steel thickness presumed to be 0.5cm. The oil is filled up to 
27cm from the bottom of the tank. A point-to-point 
electrode is placed in the oil tank as shown in Figure 1. 
Mesh densities are increased at sharp points/junctures as 
well as at the boundaries to improve the accuracy of the 
simulations. A low resolution mesh has also been used in 
the main oil area in order to speed up the calculations. The 
mesh generation of the model consists of 214 nodes and 
380 elements. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig.1 Investigative 2-D oil filled steel tank 
 

The PD is simulated as a point source with mathematical 
form at the centre point of the oil region in the model tank. 
Both of the electrodes have conical needles 16 mm long 
with 3 mm diameter at one end and a sharp end of 40µm.  
It is also assumed that the pressure formula for the 
“explosion” of the PD moves with a spherical wave front at 
any time t expressed through equation (2) [8].  

 
The oil, within the steel tank is modelled as Class-I type 

transformer mineral oil according to the IEC60296 

Standard. The temperature is presumed to be 200C with a 
corresponding density of 998 kgm-3 and viscosity 13.0 cSt. 
The wave velocity in the oil is 1415 m/s [3].  

 
IV. SIMULATION RESULTS AND DISCUSSION 

 
The variation of the pressure of the PD AE wave and its 

reflection from the tank boundary can therefore be 
modelled, providing a clear picture of the behaviour and 
characteristic nature of the waves at any point in the oil and 
at any time after the PD has occurred. The examples of the 
results from simulation are shown in Figures 2, 3, 4, 5 and 
6. These are the series of screen shots. The first shows the 
pressure at t = 0 prior to PD. The second, the pressure just 
after at t = 10 µs, the third at 50 µs, the fourth at 100 µs, 
and the fifth at 200 µs. 

 
 

 
Fig 2: Propagation of the PD AE wave in oil at t = 0 

 

 

Fig 3: Propagation of the PD AE wave in oil at t =10µs 

 

     

Fig 4: Propagation of the PD AE wave in oil at t = 50µs 
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Fig 5: Propagation of the PD AE wave in oil at t =100µs 

 

 

Fig 6: Propagation of the PD AE wave in oil at t =200µs 

Normal pressure is characterised by the green colour, 
with pressure changes being displayed by the changes in 
colour. Fig.2 shows the snapshot at t = 0 prior to PD. Fig.3 
shows the pressure distribution at 10µs just after the 
initiation of the PD. The initial impulse started at the centre 
of the electrodes with red colour which means high 
pressure. The peak pressure with dark red colour is where 
the PD impulse occurs. Fig.4 shows the PD shock wave 
pressure at 50µs with dark red colour again indicating high 
pressure. In Fig. 5, as the wave travels in the oil, the colour 
changes from red to yellow to light green to light blue 
indicating that the pressure is decreasing. In this diagram 
the shades of light green/blue colour indicate that the wave 
is propagating towards the steel boundary with decreasing 
pressure. Fig.6 shows the PD pressure at 200µs 
propagating with red colour towards tank boundaries. 
When an acoustic wave propagates from one medium to 
another which has different acoustic impedances, reflection 
and refraction will take place. The reflection of the wave is 
characterised as the light yellow colour near the tank 
boundaries in Fig 6. The colour change is due to 
attenuation of the wave which results in reduction of the 
propagated energy. 

Fig. 7 shows the variation of pressure of the PD AE 
wave over time in µs within the oil tank starting at the PD 
location (15 cm, 0, 10 cm). The pressure variation graph 
shows the first peak pressure due to the occurrence of PD at 
nearly 90µs after the start of the discharge. The second 
peak at 115µs shows the reduced pressure due to 
propagation in the oil region whereas the third peak at 
nearly at 130µs shows much reduced pressure. It is clear 
that the pressure of the PD decays in due course of time. It 
can be observed in the above Figure. 7, that when wave 
move further from the PD source, amplitude of the peak 

pressure has been reduced. Fast exponential decay of the 
PD AE wave amplitude is observed. 

 
 Fig 7: Variation of pressure of PD AE wave over time 

V. EFFECT OF TEMPERATURE 

The temperature of transformer oil is an important factor 
for PD acoustic wave propagation as this influences the 
way in which the AE will propagate through the oil 
medium since viscosity and density are both temperature 
dependent. With an increase in temperature the density and 
viscosity of the oil reduces thus any the signal monitored at 
the tank wall will change. In the simulation study, the 
temperature of the transformer oil was increased gradually 
from 200C to 1000C. The results of attenuation of PD AE 
wave was measured at the PD location (15 cm, 0, 10 cm). 
The x is the distance from the PD source to the inner 
boundary of the tank in all directions.  The variation of 
peak pressure amplitude P with different temperature is 
shown in Fig.8, Fig.9 and Fig.10 respectively.  

 

FFPpp 

 

 

 
 

 
Fig: 8 AE wave amplitude verses distance in cm at 200C 

        P 

 

 

 

 

 

Fig: 9 AE wave amplitude verses distance in cm at 600C 

      P  

  

x (cm) 

x (cm) 
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        P 

 
Fig: 10 AE wave Amplitude verses distance in cm at 1000C 

     
  
Figs. 8, 9 and 10 show that the acoustic wave amplitude 

decreases with both distance from the PD source and also 
increasing temperature. Clearly, there is a much faster 
attenuation in amplitude of the PD AE wave at higher 
temperatures. The result is in close agreement with [9]. 
With an increase in temperature the density and viscosity of 
the oil reduces and this helps to increase the pressure of AE 
wave front, so the radius of AE wave front increases which 
in turn decreases the amplitude of the AE wave (Amplitude 
of spherical wave is inversely proportional to the radius 
[3]). It is clear from the Fig. 8 and Fig. 9 that when the 
temperature increases three times the signal attenuates 
nearly four times. This result is very important, as it means 
that the detected AE signal strength will vary dependent on 
the temperature, even if the PD itself has not significantly 
changed in strength. This will assist practical AE engineer 
in more accurate interpretation of AE signals and 
phenomena within HV plant.  

VI. CONCLUSIONS 

 
FEMLAB, a Finite Element Analysis tool, has been 

used to simulate the propagation of the PD AE waves 
within oil. It is interesting to see that peak pressure 
amplitude decreases when the wave move further from the 
source. Faster attenuation at higher temperature has also 
been simulated. It is clear from the Fig. 8 and Fig. 9 that 
the temperature change from 200C to 600C results in an 
increased attenuation of 4. The outcome agrees with the 
laboratory results presented in [10]. Therefore it can be 
concluded that the attenuation of acoustic signal depends 
upon the location of the discharge and the temperature of 
the medium. Future work will involve simulating with 
complicated 3-D geometries in order to understand better 
the propagation of acoustic wave through real high voltage 
equipment.  

 

 

 

ACKNOWLEDGEMENT 

The authors wish to express their sincere thanks to Dr. 
Sameen A. Khan, R. R. Panda and Mr. Javeed A. Khan  for 
their technical discussions.   

 

REFERENCES 
 [1]  British Standard BS EN 60270:2001, “High-Voltage 

Test Technique – Partial Discharge Measurement”, 
(IEC60270:2000), March 2001 

[2] Lundgaard, L E,"Partial Discharge- Pt.XIV "Acoustic 
partial discharge detection – fundamental 
consideration", IEEE Elect. Insul.Mag., Vol 8, 
No.4,pp. 25-31, Aug1992. 

 [3] Lundgaard,L E,"Partial Discharge- Pt.XV,  "Acoustic 
partial discharge detection – practical consideration", 
IEEE Elect. Insul.Mag., Vol 8, No.5,pp.34-43, 
December1992. 

[4] T. Boczar, ''Identification of a Specific Type  of PD 
from Acoustic Emission Frequency Spectra" IEEE 
Transactions on Dielectrics and Electrical  
Insulation,Vol 8(4), pp.43-51, Aug 2001. 

 [5] Ashraf, S.A., Stewart B.G., Zhou,C., and Jahabar, 
J.M.," Modelling of Acoustic Signals from Partial 
Discharge activity,’’ Proceedings of 3rd International 
IEEE-GCC conference, Bahrain, pp116-119, March19-
22, 2006. 

[6] Ashraf, S.A., Stewart B.G., Zhou,C., and Jahabar, 
J.M.,"3-D Simulation and Modelling of Acoustic 
Signals from Partial Discharge activity," Proceedings 
of IEEE Conference on Electrical Insulation and 
Dielectric Phenomena, Kansas-USA, pp 619-622, 
October 15-18, 2006.  

 [7] Ashraf, S.A., Stewart B.G., D. Hepburn, and Zhou, C. " 
Simulation of Shock wave due to Partial Discharge 
using Finite Element Method," Proceedings of IEEE 
Conference on Electrical Insulation and Dielectric 
Phenomena, Vancouver-CANADA,  pp 120-123, 
October 14-17, 2007. 

 [8] L. Tsang and D. Radar," Numerical evaluation of 
transient acoustic waveform due to a point source in a 
fluid filled bore hole," Geophysics, vol. 44, No.10, 
oct1979, pages1706-1720.  

 [9] Kundu, P., Kishore, N.K. , Sinha, A.K., "Simulation 
and Analysis of Acoustic Wave Propagation due to 
Partial Discharge Activity," Proceedings of IEEE 
Conference on Electrical Insulation and Dielectric 
Phenomena, Kansas-USA, pp 619-622, October 15-18, 
2006.  

[10]R. Meunier and G.H. Vaillancourt, “Propagation 
behaviot of acoustic partial discharge signals in oil-
filled transformers”, Conference Record of the ICDL 
96,12th International Conference on Conduction and 
Breakdown in Dielectric Liquid, Roma, Italy, July 15-
19, 1996, pages 401-404. 

 

 

 

x (cm) 

Paper P1 - 2nd UHVnet Colloquium, 21st January 2009, Glasgow Caledonian University

29



CABLE DIAGNOSTICS IN HIGH VOLTAGE 
UNDERGROUND CABLES 

 
A. S. Ayub*; W. H. Siew; J. J. Soraghan 

 
Department Electronic and Electrical Engineering 

University of Strathclyde, UK  
* ahmad.ayub@eee.strath.ac.uk, 

 

Keywords: partial discharge, denoising technique, online 
monitoring, underground cables 

Abstract 
The paper provides an overview of the current state of the art 
in partial discharge diagnostics and location and also suggests 
how some of the disadvantages of online detection and 
location might be overcome.  

1 Introduction 

Generally, partial discharges (PD) are small electrical 
sparks resulting from the electrical breakdown that is 
contained within a void or in a highly non uniform electric 
field and eventually cause the failure of the electrical 
insulation [1]. The partial discharges may be detected by 
using online and offline techniques. However, offline 
techniques have a significant disadvantage in that they require 
the cables to be taken out of circuit.  Hence, electricity supply 
companies prefer the use of online techniques. The downside 
is that online techniques have their own disadvantages e.g. 
noise interference, ambiguity of partial discharge location, 
and sensor optimisation difficulties. As a result, the need of 
online condition-based monitoring is crucially important in 
order to sustain the power system. The key challenge in the 
area of monitoring and maintenance of power engineering 
systems is the operation reliability. Thus, one of the many 
options to overcome such problems are by using signal 
processing (denoising) techniques where extracting the 
original PD signal from an acquired signal has become much 
interest in this field.  

2   Existing PD denoising and location techniques 

Generally, conventional digital signal processing 
techniques are not capable of detecting low-level PD activity 
in environments where there are significant levels of noise 
[8]. Shim et al. [2] gave one of the earliest discussions of the 
application of wavelet-based de-noising techniques to PDs 
where they also presented the theoretical multi-resolution 
analysis and thresholding which are the main ingredients of 
the wavelet de-noising scheme. The major challenge of 
extracting the PD signals from the raw signal is especially 
when noise sources are less random. Shim et al. [3] uses pre 
processing and post processing approaches which cover 
signal averaging and spectral analysis. Their main conclusion 
was that the effectiveness of the denoising relied on the 
thresholding values and the number of decomposition levels. 
They concluded by suggesting that this scheme could improve 
by developing numerical methodologies for automatic 
threshold and wavelet selection. In a subsequent paper, Shim 

et al. [4] applied their methodology to denoise and locate PD 
injected in 11 kV and 33 kV cables online.  

 
Ma et al. in their work has developed methodologies for 

automatic selection of the optimum threshold as well as the 
automatic classification of the different wavelets required for 
analysis.  The data used were generated in the laboratory 
using discharge models [5]. In particular, they decomposed 
the PDs obtained from the detecting circuits using both 
Daubechies 2 and Daubechies 8 wavelets. They also 
decomposed the types of noise they considered, namely, 
white and narrow-band noise. They went on to utilize the 
information they extracted from these decompositions by 
devising a denoising scheme where the number of 
decomposition levels required is chosen by observing the 
levels in which the PD coefficients are mostly clustered. In 
another publication, MA et al [6] applied this methodology to 
different results. 

Most of the measurements were made using the single 
ended method for PD location (as shown in Fig. 1) 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 1. Single ended method 

However, when a cable length is too long, the PD signal 
may be attenuated below the detectable level.  In such 
situations, it would be useful to be able to utilize the two 
ended PD location method on all types of voltage systems (as 
shown in Fig. 2). Two-ended location has the disadvantage of 
requiring the acquisition to be synchronized.  In most cases, 
these were done using the injection of timing pulses.   
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Fig. 2. Double ended method 

In some measurement situations, reflections on the far 
end cable termination or on impedance transitions within the 
cable may be extractable at the near end. The difference in 
time of arrival (DTOA) between a PD signal and a 
corresponding reflection is bounded by some maximum time 
that can be determined from cable system identification 
measurements [7].  

In some cases, the signal direction of arrival is also 
another factor of signal measurement accuracy. The 
measurement accuracy may be affected by other noise 
disturbances occurring along with the PD signals. In order to 
improve the measurement accuracy, compensation may be 
applied to the acquired signal (e.g. cable attenuation factor) to 
obtain a better signal dynamic range. The methods relied on 
the extraction of pulses that were reflected at impedance 
transitions within the cable system under test. Thus, it 
provided speediness of accessing data from measured model 
[8]. 

3. Discussion 

Wavelet analysis has been used in other areas of partial 
discharge analysis such as in classification of multi source PD 
patterns [9] and in detecting electromagnetic [10] and 
acoustic [11] signals emitted due to PD occurrence. It has so 
far been demonstrated that PD denoising using wavelets is 
possible but this can be achieved only when prior knowledge 
of signal characteristics exist (this is due to the short time 
bandwidth of the real PDs). As a result, the above 
methodologies cannot denoise PDs that are well buried in 
noise, i.e. their peak values are much lower than the noise 
level, or when they are obtained from measurements on actual 
in service field cables. 

In the attempts to alleviate the aforementioned problems, 
previous researchers have applied various signal processing 
techniques (i.e. algorithm development) for PD detection on 
power cables. In most cases, wavelet analyses were used by 
previous researchers.  However, the main problem is that the 
interpretation of PD patterns and the prediction of remaining 
life of a cable system is still one of the continuing concerns 
for most researchers.  Owing to this, the authors plan to 
investigate the effectiveness of alternative techniques, like 

Empirical Mode Decomposition and Prony Analysis, to 
address the problem highlighted.   

In general, the Empirical Mode Decomposition method is 
used to analyse nonlinear and nonstationary signals [12]. This 
method has been used by some researchers to detect the 
power quality disturbances in noisy conditions [13, 14]. On 
the other hand, Prony Analysis is a method that can be 
successfully implemented with a short data window in the 
time domain but achieving high resolution in the frequency 
domain. In addition, this method has been used to detect a 
fault in an induction machine [15] and for flicker 
measurement [16] in which it can be adopted for wavelet 
analysis. However, those methods have not yet been 
investigated for PD detection in high voltage (HV) 
underground cables. Therefore, there is potential to 
investigate whether those methods are applicable to the 
problems of PD detection in cables. 

4. Conclusion 

Online partial discharge detection can identify local 
insulation imperfections, but has the problem of noise and 
measurement sensitivity. It is therefore the objective of the 
authors to further improve these online techniques and 
develop new and innovative algorithms which are more 
reliable and widely acceptable for cable condition assessment.  
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Abstract 

This paper presents the results obtained using Pulse Sequence 
Analysis (PSA), on data from three partial discharge point 
plane test configurations, i.e. a needle and open plane, needle 
and mica covered plane and needle and polyethylene covered 
plane. An IEC 60270 based detection system is used to 
provide sequential data and a brief description of the capture 
system is presented. Marked differences in the conventional 
scatter plots obtained for each test configuration are then 
presented.  

1 Introduction 

Pulse Sequence Analysis, (PSA) is an increasingly used partial 
discharge (PD) analysis technique which uses streams of 
sequential partial discharge data captured over a number of 
consecutive supply voltage cycles. The main characteristics of 
interest are generally the supply peak voltage, the relative time 
of occurrence of the PD, from which can be obtained the 
supply cycle voltage at the time of occurrence and/or the 
phase of occurrence and the PD pulse amplitude. Using these 
parameters, a number of techniques, such as Phase Resolved 
Pulse Sequence analysis (PRPS) [1, 2], and voltage 
differential scatter plots [3] can be used to characterise and 
identify PD fault mechanisms. 
 Traditional analysis techniques [4] such as φqn plots 
present lumped discharge data parameters for pattern 
recognition and analysis in which the data sets need not be 
sequential. If an understanding of the physics involved in the 
discharge process is required, useful time related information 
is lost along with discharge pulse information for the PD 
pulses occurring between data captures. In capturing discharge 
pulse data over a number of consecutive cycles, the data 
afforded by PSA capture systems not only provides an 
opportunity to identify/characterise PD fault types, but also 
gives an opportunity to examine/determine the effect of the 
physical processes active at the discharge site and which will 
influence the occurrence of successive PD pulses. The 
advances in computing ability along with the increasing 
development of sophisticated PC based data capture systems 
has provided an opportunity to capture larger quantities of 
more detailed PD data. 

 

2 Data Capture 

2.1 Data Capture system 
 
The data capture system used in these tests [5] utilises a 
custom designed IEC60270 detection circuit providing 
optically isolated outputs for the detected PD data and the 
supply voltage. A PC based NI5112 high speed digitiser card 
is used to capture and store the data for analysis. The capture 
card is configured using window triggering, with the upper 
and lower thresholds determined using sample data captures 
prior to the main data capture and based on the signal noise 
content. During these sample captures, the signal gains and 
offsets for both channels are also optimised using a number of 
cycles and a user selected allowance to accommodate changes 
in the characteristics of the PD signals over the period of the 
test. Capture rates can be selected up to 100MS/s and data 
records of 2ms duration are captured and stored for both 
channels on either positive or negative threshold triggers. The 
data capture, transfer and storage are all controlled using a 
suite of Labview programs. 
 Analysis of the captured data is undertaken using Matlab 
and the results are presented in the form of scatter plots 
utilising the previously described parameters shown below in 
figure 1. In this case, the supply voltage at the point of 
discharge is captured directly and not inferred using relative 
timestamps.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 

Figure 1. Characteristic parameters used during the Pulse 
Sequence Analysis of captured data. 
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2.2 Test Configuration 
 
The tests detailed here used a point plane configuration in 
which a sharp steel needle mounted in a test jig formed the 
high voltage electrode. This electrode was suspended above an 
earthed plane, with the height adjusted using an adapted 
micrometer. The gap size in this case was set at 20mm. Three 
configurations of the above were used: 
(i) the basic needle and open plane; 
(ii) the configuration in (i) with a mica sheet covering the 
plane; 
(iii) the configuration in (i) with a polyethylene sheet covering 
the plane. 
In each case, the test voltage was increased and data captured 
at three supply voltage levels. At each test voltage, captures 
were undertaken at both 10MS/s and 100MS/s.  
 
3 Results 
 
Figure 2 shows typical data captured for each of the three test 
configurations described above. The results shown were all 
captured at a test voltage of approximately 12kV and a sample 
rate of 100MS/s. The 20ms records shown are some of the 
previously mentioned initial samples, used in setting up the 
thresholds, signal gain and signal offset. 
 
 
 
 
 
 
 
 
         

(i) 
 

 
 
 
 
 
 
 
                                 

(ii) 
 
 
 
 
 
 
 
                

(iii) 
 

Figure 2. Typical discharge data from, (i) needle and open 
plane, (ii) needle and mica covered plane and (iii) needle and 

polyethylene covered plane. 

 During testing, the number of records which can be 
captured at any particular sampling rate is dependant upon the 
size and spread of the pulse groups, characteristic of the fault 
type under test, with the rate at which data is transferred from 
the card into the main memory being the limiting factor. For 
the test configurations described here, the 10MS/s rate allowed 
over 1000, 2ms, records to be captured whereas the 100MS/s 
rate allowed only approximately 100 records. For the tests 
detailed, 100MS/s and 50 record captures are presented.  
 The scatter plots used here are generated using x-y plots in 
which the x co-ordinate represents the voltage differential 
between the pulse in question and the previous pulse, ∆U(n-1) 
in figure 1, and the y co-ordinate, the voltage differential to 
the following pulse, ∆Un in figure 1. 
 Figure 3 shows the scatter plot obtained for the open plane 
configuration at the test voltage used for the trace in figure 
2(i). The right hand plot shows an exploded view of the 
central cluster shown in the left hand plot. The plots of figure 
2 are typical of the continuous corona pulses obtained at the 
negative peak and which give relatively small ∆Un and   
∆U(n-1) values hence the tight central cluster noted in     
figure 3. 
 The outer clusters, highlighted in figure 4, are the result of 
the voltage differences between the inception and extinction 
voltage levels for consecutive groups of pulses. The position 
of the group with respect to the peak will therefore determine 
where on the scatter plot these clusters lie in relation to the 
main central cluster. The interconnecting lines shown in the 
right hand plot of figure 4 are added to highlight the clockwise 
movement around the plot representing consecutive discharge 
pulse groups. 
 
 
 
 
 
 
 
 
 
                                      

 
 

Figure 3. Typical scatter plot for needle and open plane 
configurations. 

 
 
 
 
 
 
 
 
 
 
 
 

Figure 4. Cluster detail for the plot in figure 3. 
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Inception / extinction voltage variation with increasing supply voltage using the needle and 
open plane configuration.
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 The shape of the main cluster in figures 3 and 4 is typical 
of a point and open plane configuration. The elongated cluster 
at approximately 45o is obtained as a result of the combination 
of time differences between consecutive pulses decreasing to a 
minimum at the supply voltage peak and then increasing to the 
point of extinction, and the supply voltage rate of change 
being at its lowest around the peak. The smaller clusters just 
discernable at the lead in to the main cluster indicate that the 
initial discharge pulses in each half cycle group follow similar 
patterns, with the variation in the inter pulse voltages limited. 
This is also evident in the thin structure of this cluster showing 
that the variation in voltage differentials through the group in 
each half cycle data is also limited. The direction of this 
cluster from bottom left to upper right is also characteristic of 
negative half cycle discharge pulses in which the ∆U values 
reduce up to the supply peak and then increase as the supply 
voltage increases. The shape of this cluster and its position 
relative to the origin will therefore describe the position of any 
large pulse group relative to the next voltage peak. 
 

 
 
 
 
 
 
 
 
 
 
 

Figure 5. Typical scatter plots for needle and mica covered 
plane. 

 
 
 
 
 
 
 
 
 
 
         

Figure 6. Typical scatter plots for needle and polyethylene 
covered plane. 

 
 The plot of figure 5, for the mica covered plane shows a 
slightly wider distribution on the outgoing end of the main 
cluster, indicating that the pulse patterns, and hence voltage 
differentials, at the end of each pulse group are more varied. 
This plot also shows outer clusters representing the voltage 
differential between consecutive group inception and 
extinction voltages, but the structure of these is less marked 
when compared with the open plane plot. There is also a 
distinct cluster at the lead in to the main cluster which is 
formed by the pulse/pulses which precede the main pulse 
group, evident in figure 2(ii). 

 The polyethylene covered plane scatter plot, shown in 
figure 6, shows wider distributions at both the lead in to and 
exit from the main cluster. The plot also has no distinguishable 
outer clusters, which indicates that the voltage differentials 
between the extinction and inception voltages for consecutive 
half cycles are not as regular as those for the other two test 
configurations.  
 Figure 7 shows the variation in scatter plot layout as a 
result of the increases in test supply voltage. It can be seen that 
the main cluster shape is similar for all the test voltages used, 
whereas the position of the outer clusters relative to the main 
cluster changes. The increasing relative position describes the 
way in which the PD group size alters with voltage. In this 
case the differential is positive indicating that the inception 
voltage is higher than the extinction and that the difference 
increases as the supply increases. This is confirmed in figure 
8, which shows the supply voltage at the point of discharge 
occurrence for sample half cycles from the needle and open 
plane configuration results, at the test voltages used. 
 
 
 
 
 
 
 
 
 
 
 

 
Figure 7. Cluster variation with increasing test supply voltage 
using the needle and open plane configuration. Red : 8800V, 

green : 12000V and blue : 14800V. 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 8. Sample half cycle discharge points for the needle 
and open plane configuration with increasing test voltage. 

 
 Figure 9 shows the variation in scatter plots with 
increasing supply voltage for the needle and mica covered 
plane, (left hand plot) and the needle and polyethylene 
covered plane, (right hand plot).  
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MICA plane Inception/Extinction voltage differentials
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Figure 9 Cluster variation with increasing supply voltage 
using the needle/mica and needle/polyethylene covered planes. 

Red : 8800V, green : 12000V and blue : 14800V. 
 
 As can be seen from the plots in figure 9, there remains 
marked differences in the basic characteristics for each test 
configuration and the way in which these change with 
variations in the supply voltage. In the case of the 
polyethylene covered plane scatter plot, the lowest test voltage 
was at its point of inception with only one pulse per half cycle. 
The voltage differentials in this case were small, hence the 
small, tight red cluster around the origin in the right hand plot. 
The elongated cluster only forms at the higher test voltages 
where a larger number of discharge pulses are obtained in 
each half cycle. The variation in cluster position noted in 
figure 7 for the open plane configuration is not repeated in the 
plots of figure 9. The left hand plot shows the mica covered 
plane plots and from this it can be seen that the shape of the 
main cluster, once formed, remains consistent. The outer 
clusters highlighted in purple, show little variation with the 
increase in supply voltage, with only a slightly greater 
increase in the variation between the clusters highlighted in 
red. The difference between the two is the result of changes in 
the pulses which precede the main group. The number of 
preceding pulses increases with supply voltage and this 
change, rather than the main group inception/extinction 
differential gives the difference between the two outer clusters 
highlighted in red. This is highlighted by the number of 
clusters at the lead in to the main cluster increasing to two at 
the higher voltage (blue). The shape of the clusters obtained 
for the polyethylene covered plane (right hand plot), remain 
essentially unchanged with the increase in supply voltage. 
 Figure 10 shows plots of sample inception/extinction 
voltage differentials for consecutive discharge pulse groups 
for the mica and polyethylene covered plane tests. In both 
cases the characteristics noted in figure 9 are supported.  
 
4   Conclusions 
 
The results presented here have shown that the data available 
through utilising advances in data capture and computing 
technologies can provide detailed information on the nature of 
the discharge activity being observed. In the examples 
provided, marked changes in the characteristics of the 
discharge data and the corresponding differences in the scatter 
plots generated from these have shown that a limited form of 
fault classification could be applied, based upon cluster shape 

and position variation with supply voltage.  The next stage of 
investigation is to interpret the scatter plots in terms of the 
physical properties of the insulation material and in particular 
the charge distribution properties. 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 

 
Figure 10. Voltage differentials between the extinction and 

inception voltages for consecutive pulse groups. 
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Abstract 

This work is concerned with the hypothesis that lightning 
impulses can lead to accelerated ageing of extruded polymeric 
cables. The behaviour of an insulation material when 
suffering lightning impulses is different from that for DC or 
power frequency over-voltages.  Shaped HDPE material 
samples have been manufactured using a mould tool. The 
samples then may be electrically aged using one of the Tony 
Davies High Voltage Laboratory's impulse generators. A real-
time software based monitoring tool has been designed to 
control the impulse wave-shape and process the measurement 
data. Sets of identical lightning impulses were applied to 
samples and this was then followed by ramped AC 
breakdown tests. The obtained results were analyzed using 
the Weibull distribution method to identify the difference in 
lifetime. These results will inform the further development of 
models describing the multifactor ageing mechanisms that in-
service cables experience. 

1 Introduction 

Lightning strikes to overhead line power systems or 
overvoltage surges due to faults or switching actions are quite 
common. These surges may travel through the system as 
waves to underground cables and other equipment. Insulation 
quality of devices and cables will suffer from impulse over-
voltages. These impulses can lead to accelerated ageing of 
extruded cables [1-4]. Lightning impulses are voltages with 
very high magnitudes and very short on times. Therefore the 
behaviour of a material when suffering lightning impulses is 
different from DC or power frequency over-voltage 
behaviour. In order to investigate the effect of lightning 
impulses on the ageing process of high voltage power cable 
insulation, pre-designed and shaped HDPE samples have been 
manufactured using a mould tool. The samples then can be 
electrically aged using one of impulse generators in the Tony 
Davies High Voltage Laboratory. A real-time software based 
monitoring tool has been designed to control the impulse 
wave-shape and process the measurement data. Sets of 
identical lightning impulses were applied to samples and then 
this was followed by ramped AC breakdown tests. The 
obtained results were analyzed using the Weibull distribution 
method to identify the difference, if any, in lifetime. These 

results will be used to improve our understanding of ageing 
mechanisms and facilitate lifetime prediction.  

2 Lightning impulse definitions and parameters 

A lightning impulse is a high voltage impulse that occurs over 
extremely short times (µs for lightning and ms for switching) 
with high magnitude. According to the IEC 60060-1[6] the 
smooth lightning impulse (Figure 1) is defined by a set of 
parameters: 
Test voltage Vp: the peak value of the waveform. 
Front time T1: is measured as 1.67 times the interval T 
between the instants when the impulse is 30% and 90% of the 
peak value. 
Tail time T2: is measured as the time interval between the 
virtual origin O1 and the instant when the voltage has decayed 
to half of peak value. 

 

Figure 1: Lightning impulse [5] 

The virtual origin is characterised by the value of t0 where: 
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Typically, the standard lightning impulse has the front time 
T1=1.2μs±30% (0.84μs≤T1≤1.56μs), the tail time 
T2=50μs±20% (40μs ≤T2≤60μs) and also the tolerance for 
peak value is ±3%. The time parameters for a switching 
impulse are much greater than the lightning case, they are in 
the order of milliseconds. A mathematical formula that 
represents the smooth impulse is:  
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In order to measure the parameters of a lightning impulse that 
is generated in laboratory conditions where electromagnetic 
waves created by other equipment can superimpose into 
lightning waveform to create noise and overshoots, a 
programme was written to collect the data from oscilloscope, 
process it and produce a smooth curve and its parameters.  
The new IEC approach was used to process the waveform, 
raw measurement data was first taken, then the best fit curve 
found and subtracted from the raw data to create a residual. 
Applying the K-factor [7] to the residual and summing the 
result with the best fit curve provides a final curve for 
parameter calculation. The recommended K-factor filter has 
been developed at the University of Southampton. A new 
separated double exponential function (SDE) instead of 
normal double exponential (DE) [8] was used as the best fit 
curve. 
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−=  (3) 
This best fit curve approach has also been developed within 
the Tony Davies High Voltage Laboratory 

3 Sample production process 

Disc-shape (Figure 2) samples were produced by heat-press 
method using a 4 parts mould tool (Figure 3). HDPE pellets 
with melt flow index 2.2 were put inside the mould and 
heated to about 180oC until all pellets were melted. After that, 
a pressure of 1 ton was applied to push all the residual 
material and air bubbles out. Cold water was used to quench 
cool the sample. When released from the mould, the sample 
has a thickness of approximately 180 μm and the inner 
surface of the sample has the Rogowski profile. The sample 
has inner/outer diameter: 25/30 mm, and a height of 5 mm. 
All samples were heat treated in a vacuum oven with 
temperature of 90oC for half an hour before the top and 
bottom of the samples were gold sputter coated. Samples have 
electrodes that follow the profile thus reducing the edge effect 
and the likelihood of triple junctions. Mushroom electrodes 
were used instead of ball bearing electrodes to reduce the 
mechanical deformation. 
 

 
Figure 2: Disc sample 

 

 
Figure 3: mould tool 

 

4 Impulse ageing experiment 

Figure 4 shows the lightning ageing experiment. The two-
stage Marx impulse generator produced an impulse voltage 
that was applied to the samples. A multi-electrode system was 
made to age many samples at the same time. The impulse 
generator was controlled by a computer programme using 
signals from an oscilloscope. The impulse wave-shape from 
the scope is filtered and impulse parameters are returned 
using the new IEC 60060-1 standard. Signals were counted by 
the oscilloscope and Breakdown checking was done using a 
Labview program. After signal checking, if breakdown or 
flashover did not occur, the computer would send a command 
to the generator controller to generate the next impulse 
voltage, otherwise a signal would be sent to a relay circuit to 
shut the generator down.  
 

Oscilloscope Computer Generator controller

Relays

2 stage Impulse

Generator

Transformer

Supply
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Samples

Current couple

Signal output

Test Chamber

Data
processing

Signal checking

Compare to previous 
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Shut down

 
 

Figure 4: Ageing process 
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Approximately 3000 Impulses of front time 1.15us and tail 
time 42.6us were used to age samples for a duration of 75 
minutes. These impulses generated a peak electric field of 
about 84kV/mm on the samples for both negative and positive 
polarity impulses. 

5 AC ramp breakdown results 

Aged samples and normal samples were subjected to an AC 
ramp breakdown test after the ageing process. Breakdown 
voltages were recorded and processed to obtain a Weibull 
probability distribution of breakdown strength [9-10], using 
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In order to estimate the cumulative probability the Bernard 
estimator was used [11]. 
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Where F is cumulative probability of ith point, n is the number 
of data. 90% confidence limits were obtained using Weibull 
++7 software. 

6 Discussions 

From Figure 5, the breakdown strength of unaged samples is 
higher than the aged samples as the confidence limits do not 
overlap for breakdown probabilities higher than 16%. 
Parameters of the Weibull distribution are reasonable and are 
shown in Table 1. Figure 6 shows that both positive and 
negative lightning impulses lead to a reduction in breakdown 
strength. However, there is no significant statistical difference 
between them except the breakdown voltages for positive 
impulse aged samples are little bit lower than the negative 
case. During AC ramp breakdown tests for aged samples, 
surface discharges were usually observed but not with the 
unaged samples. This may suggest that there are surface 
charges or space charge near the surface that has increased as 
a result of the impulse ageing process. As the on-time for 
each impulse is very short, space charge injected from the 
electrode may not be the dominant reason for ageing but the 
generation of hot electrons by the impulse voltage may cause 
damage to the molecular structure. 

 
 β η 

Unaged samples 8.68 126.5 
Negative impulse 

aged samples 
10.6 102.8 

Positive impulse 
aged samples 

9 102.1 

 
Table 1: Weibull parameters 
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Figure 5: Aged and unaged HDPE 
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Figure 6: Positive and negative impulse ageing 
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7 Conclusions and Further Work 

The results showed that a significant number of lightning 
impulse events accelerate the ageing process of HDPE. More 
comparison between the effects of lightning and switching 
impulses will be undertaken to identify the role of space 
charge on this ageing process. Front time variation of the 
impulse will also be altered as it will vary the gradient of the 
applied voltage. The relationship between level of electric 
field stress, number of impulses and the lifetime of materials 
will be considered. 
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Abstract 
An accurate measurement and monitoring technique is crucial 
to ensure health and safety of expensive high voltage power 
system equipment. Both conventional and non-conventional 
transducers are widely used for such purposes. However, the 
uses of conventional transducers are recognized to have 
several limitations compared with applications of non-
conventional transducers. Hence, a novel exploitation of the 
electrical field distribution around the high voltage conductor 
is proposed using measurement principles similar to those 
developed for contacless conventional capacitive probes. This 
paper presents a new approach for contacless voltage 
measurement for HV applications, e.g. on substation 
equipment or overhead lines and cables. Numerical field 
computation is used to determine the electric field distribution 
around the high voltage terminal and the calibration of the 
proposed transducer. In addition, a simplified analytical 
method was developed which allows estimation of the 
capacitive probe parameters.  

Keywords: capacitive probe, contacless voltage measurement 

 

1 Introduction 
Faults occurring on HV overhead lines are commonly caused 
by overvoltages and faulty equipment. The overvoltages 
originate from lightning strikes to the line and switching 
operations on the power system. The lightning overvoltage 
amplitudes are very high, usually exceeding 1000kV or more 
and each strike may inject lightning current up to 100kA[1]. 
The amplitudes of switching overvoltages are always 
interrelated to the operating voltage, and their shape is 
influenced by the impedances of the system including the 
switching condition [1]. The common factors that influence 
switching overvoltages include circuit configuration, circuit 
conditions between circuit breaker contacts and stray 
capacitances between the circuit breaker and shunt reactor 
[2]. Therefore, it is important that measurement and 
monitoring of the voltage that appears on HV conductors and 
terminals are assessed accurately to maintain safe and 
economic operation of HV substation and overhead 
equipment.  

The conventional transducers used for voltage measurement 
and monitoring of HV power systems are usually voltage 
transformers. They can provide accurate and reliable voltage 

measurement. However, they are time-consuming both during 
installation and commissioning which requires sophisticated 
set-up procedures to minimize potential errors caused by 
proximity effects and asymmetric fields. In addition, these 
transducers tend to be bulky and heavy, and with the 
increasing system voltages, the insulation of these 
transformers becomes more difficult and expensive [3]. 

In this paper, a cylindrical-shape capacitive transducer is 
developed for measurement of voltages on HV distribution 
lines. This probe operates based on the principle of the 
contacless capacitive probe. According to this principle, the 
probe measures the displacement charge induced on the probe 
surface due to the electric flux density emanating from the 
energized conductor [4]. The advantages of capacitive probes 
are simple construction, low cost, easy to assemble and can be 
set up without a requirement for disconnecting the high 
voltage supply during installation [5]. More importantly, this 
type of transducer is of non-contact type. 

A commercially available finite element software (SLIM) [6] 
is used to model and simulate the voltage and electric field 
distributions around the probe. This software has two 
modules; 2D and 3D modules. The advantage of the 2D 
analysis is that it is up to 10 times faster. However, the high 
accuracy of the 2D analysis is only limited to simple 
geometries such those presenting axial symmetry. However, 
2D analysis may also yield a better simulation of complex 
phenomena-like nonlinear field or eddy current distributions 
in devices in which end effects are not important [6]. 

 

2 Analysis of Coaxial Probe Parameters  
Figure 1 shows the configuration of the transducer developed 
in this work. 

 
Figure 1: The representation of cylindrical capacitor 

transducer. 
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The parameters for the coaxial probe configuration are listed 
below: 

• The radius of the inner cylinder or HV conductor, a, 
is 0.07m. 

• The radius of the outer cylinder, b, is 0.15m.  
• The length of cylinder, Lp, is 0.28m.  
• The sensing probe width, Wp, is 0.20m. 
• The capacitance, Cc, represents the capacitance for 

the entire cylinder. 
• The capacitance, Cp, represents the capacitance for 

the sensing probe.  

Simple cylindrical/ coaxial configuration. 

The basic principle of this probe is governed by the induced 
charge generated by the electric flux collected on the sensor 
probe, and this can be quantified using Gauss law. Therefore, 
assuming a charge +Q on the inner cylinder and –Q on the 
outer cylinder, it can be shown that, at any radius, r, the 
electric field can be calculated using Equation (1) if the end 
effects are neglected. 

a
br

VE
ln×

=  [V/m]   (1) 

If the inner cylinder is at potential, V, above the earthed 
cylinder, the capacitance can be easily calculated [7]: 

a
bV

QC
ln

2 0πε
==  [F/m]   (2) 

The capacitance, C, in Equation (2) is expressed in per unit 
length, ε0 = 8.854 x 10-12 F/m is the permittivity of free space. 

This yields easily the capacitance, Cc of the coaxial geometry 
including the sensor probe area, 

pc LCC .=      (3) 

Equation (3) gives an approximation of the probe capacitance, 
Cp. 

b
W

LCC p
pp π2

×=     (4) 

with Cp expressed in Farads (F).  

 

3 Numerical Modelling of Probe Geometry 
In this investigation, two approaches were used within the FE 
software (SLIM) to model the capacitive probe in order to 
examine the field distribution and determine numerically the 
parameters of the probe. First, an axi-symmetric model is 
used in which the probe is a cylinder surrounding the high 
voltage conductor, and the second model is an x-y geometry 
which simulates a vertical section of the conductor above 
ground with the probe placed around it in close proximity. 
Figure 2(a) illustrates the axi-symmetric configuration and 
Figure 2(b) shows the 2D mesh used in this study for the axi-

symmetric simulations. Figures 3(a) and (b) show the 
corresponding figures for the x-y model.  

 
Figure 2(a): Transducer modeling based on axi-symmetric 

approach. 
 

 
Figure 2(b): 2D mesh used in the axi-symmetric model. 

 

 
Figure 3(a): Transducer model used in x-y simulations. 

 

 
Figure 3(b): 2D mesh for x-y model.  
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This proposed transducer consists of a sensor-section 
surrounded by guard electrodes.  The purpose of the guard 
electrodes is to reduce edge effects, and hence obtain a more 
uniform distribution of the field on the sensor and cause very 
little disturbance to the field lines compared to the case when 
the sensor was not in-circuit. In this case, the HV conductor is 
used as reference voltage and is connected to the integrating 
capacitor, C1. Based on the capacitive divider principle, the 
capacitance C2 is formed between the probe outer surface and 
the ground through the air, as shown in Figure 2(a).   
Within the simulation software, the whole space is meshed 
except the HV conductor, the sensing probe and guard 
electrodes, as shown in Figures 2(b) and 3(b). The conductor 
and plate are subjected to a high potential, (Hi) while the 
ground is assigned a low potential, (Lo). The sensing probe is 
represented with a foil which simulates a floating electrode.  

 

4 Computation of Probe Parameters 
In this section, results of simplified analytical models and full 
numerical solutions are presented. The results are calculated 
for a conductor voltage of 6.35kVrms representing an 11 kV 
distribution line. 

4.1 Analytical approach 

Using Equation (1), the maximum electric field (E) obtained 
for the cylindrical geometry is 55.6kV/m.  The cylinder 
capacitance in per unit length is 73pF/m, which is obtained 
using Equation (2). The resulting capacitance to the sensing 
probe, Cp is 4.33pF.  

In addition, using Equation (1), the electric field strength 
range between the HV conductor and transducer can be 
calculated based on Figure 2(a). The electric field at the HV 
conductor of radius a = 0.07m is 119kV/m and at the probe 
surface located at radius b = 0.15 m is 55.6kV/m.  
Moreover, the same approach was applied to obtain the 
electric field at ground level. In this case an approximation is 
used assuming that the ground is represented by a large 
cylinder around the conductor system. This yields an electric 
field strength at the probe surface, with the probe having a 
radius b = 0.15m, of 10.8kV/m and a field of 0.211kV/m at 
ground level is also calculated for a probe located at a 
distance c =7.65m above ground. 

4.2 Numerical simulation results 

Figures 4 and 5 show the electric field magnitudes at the 
probe’s inner surface which were computed using the x-y and 
axi-symmetric 2D finite element models respectively. As can 
be seen on the figures, 3 components are shown: modulus, 
normal and tangential field quantities. As expected, the 
tangential component is zero since it is computed at the probe 
surface. Therefore, at the probe surface, the normal 
component is equal to the electric field modulus, and this 
component is used for the calibration of the probe. 

It can be noted that the x-y model shows some end effects in 
the form of increasing field magnitudes towards the probe 
edges . The more realistic axi-symmetric model configuration 
shows less major changes of field towards the edges. 

Figure 6 shows the computed equipotentials when the HV 
conductor and adjacent probe are placed above ground as 
described in section 4.1. The corresponding electric field 
profiles at the ground surface level are given in Figure 7. 
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Figure 4: Numerically computed electric field components 

profiles at probe surface using the x-y model. 
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Figure 5: Numerically computed electric field components 
profiles at probe surface using the axi-symmetric model. 

 

 
Figure 6: Equipotential contour at 5 % intervals for the axi-

symmetric model configuration 
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As can be observed, the numerically computed values are in 
agreement with those calculated with the analytically derived 
approximate equations. 

Similar results were obtained for the field at ground surface 
level when using the x-y model. Figure 8 shows the 
equivalent equipotential distribution. As can be seen, the 
equipotentials exhibit a diverging shape away from the space 
between the probe and the ground.  
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Figure 7: Electric field profile at ground surface level using 

the axi-symmetric model. 

 

 
Figure 8: The equipotential contour at 5 % intervals for the x-

y model configuration. 
 

 

6 Conclusion 
A new contactless capacitive probe is proposed to measure 
high voltages on the HV conductor/terminal. Initial design 
studies include determination of the probe’s parameters 
including its capacitances and electric field magnitudes. A 
prototype is being constructed and will be tested both in the 
laboratory and the field. 

A numerical field computation was used to model and 
simulate the voltage probe. Two models were developed and 
their simulation results were compared, these are 2D finite 
element models using an x-y – type configuration and an axi-
symmetric model. Furthermore, a simplified analytical 
approach was developed and its results compared favorably 
with the numerical computations. However, in order to 

determine a more accurate field profile on the probe’s surface, 
only the numerical method can make realistic predictions. 
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Abstract 

Due to regulation of the electricity market, the power utilities 
are forced to increasingly operate aged power system 
networks unless a large amount of capital investment is 
injected to replace aged network infrastructure in the 
immediately near future. To estimate transformer thermal 
end-of-life, various strategies using statistical analysis have 
been developed in attempts to compensate the lack of 
sufficiently detailed loading data. This paper sets out to 
examine how estimation errors can be introduced by these 
statistical approaches, especially when dealing with dual 
cooling mode transformers. The accuracy of the estimated 
mean lifetime needs to be known by the asset managers, when 
used in replacement planning and decision making. 

1 Introduction 
Investment on power system network infrastructure has been 
low in the last twenty years due to the privatisation of the 
electric power industry, and this leads to the current situation 
that operating increasingly aged power system networks is 
becoming inevitable for most utilities in developed countries.  
Unless intense capital investment is injected in the electricity 
sector to replace the aged infrastructure in the immediately 
near future, this situation will be continued and could be 
worsened due to the increasing numbers of equipment 
approaching the transition point from ageing to degradation 
and to faults/failures.  

Large power transformers represent a significant part of 
transmission network assets. Their replacement will involve a 
considerable amount of time and expense. Therefore it is 
necessary to understand the lifetime of a transformer 
population in order to minimize negative reliability impacts 
from the transformer failures. Another benefit is accurate 
lifetime estimation which would allow better planning for 
replacement. Consequently, many efforts have been devoted 
to find the best ways to estimate the end-of-life of power 
transformers in recent years[1-5]. 

It is well understood from past operating experience that 
transformers do not fail due to ageing only; in other words, 
thermal end-of life is not equal to transformer failure. When 
new a transformer is designed (and passed vigorous factory 
tests, being proved) to have sufficient dielectric and 

mechanical strength, with some spare margin, to withstand 
the maximum operation stresses. However design variations 
determine that the spare margin for each individual 
transformer would be different among a transformer 
population. Normal ageing processes, being represented as 
reduction of oil quality and paper mechanical strength, will 
degrade this spare margin until it no longer sustains the stress 
caused by external events (e.g. system short circuit and 
lightning/switching transients) and the transformer is prone to 
failure. Overall, transformer failure is a probability issue with 
three main controlling parameters: design, ageing and 
external trigging events. 

In addition to normal ageing, a transformer may develop a 
fault which results in faster than normal ageing/degradation, 
with a higher consequent probability of failure. Occasions 
like this should be treated as an “abnormal” random event, 
which may need special care and treatment during 
constructing statistical end-of-life modelling approaches.  

Fundamental quantitative relationships of extreme ageing 
conditions of transformer insulation and their intrinsic 
dielectric strength are still lacking, noting that most 
transformer failures are the symptoms of an eventual 
dielectric failure.  

Nevertheless thermal end-of-life, represented as the operating 
years to lose the mechanical strength of conductor paper, is 
still important to determine, especially for a transformer 
population, from the perspective of effective asset 
management.  

To predict the thermal end of life, assessing prediction errors 
is always needed and this leads us to give the end result of 
prediction as the mean lifetime and its scattering range (the 
standard deviation if it is represented as a normal 
distribution). Thermal loss-of-life calculation needs the 
operating history of the transformer (mainly loading) and the 
ambient temperature. The prediction uncertainties in the final 
determination of transformer loss of life may also come from 
the lack of the loading profiles and ambient temperature, the 
imprecision of the thermal model, and so on and so forth. The 
calculated loss-of-life must be accomplished with a certain 
range of associated errors identified.  

The latest IEC 60076-7 revision 2005[6] thermal model, is the 
one we adopt in the simulation, where the improved hotspot 
temperature equations incorporate the new research findings 
by Pierce [7, 8]. The error caused by the transformer thermal 
model, especially the discrepancy between the assumed 
general hottest spot factor by the IEC standard and the real 
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hottest spot factor of the transformer under study, is beyond 
the scope of this paper, although we intend to report our 
sensitivity study on this matter in another paper.  

This paper presents a sensitivity study on errors generated by 
the simulation approach proposed by [3]. In [3], to deal with 
variance of loading data and ambient temperature, it is 
proposed that data is processed as a set of data following a 
certain distribution and with certain random errors. This 
statistical approach is commonly used in pre-processing of 
raw data; however its suitability in dealing with loading 
profile of a transmission transformer is brought into question. 
In this paper the problem will be discussed in two parts, first 
for a transformer with only single cooling mode and second 
for a transformer with dual cooling mode. 

2 The mathematical approach in calculating 
the loss-of-life of transformer 

The rate of ageing of transformer insulation depends on its 
temperature. The hottest part (hottest-spot) inside the winding 
is considered since it will undergo the greatest deterioration. 
Experimental evidence indicates that the relationship of 
insulation deterioration to time and temperature follows the 
Arrhenius reaction rate theory. The equation for V, relative 
rate of loss is defined according to equation (1) for non-
thermally upgraded paper. 

                                  ( )98 / 62 hV θ −=                                         (1) 

where θh is the hotspot temperature in °C.  

The loss of life L over a certain period of time is equal to 

                           
1

N

n n
n

L V t
=

= ×∫            (2) 

where Vn is the relative rate during interval n, tn is the nth 
time interval, n is the number of each time interval and N is 
the total number of intervals during the period considered.  

The main factors affecting transformer insulation life are 
loading condition and ambient temperature. However 
moisture content and oxygen content of oil chemically age the 
paper insulation, and these two factors should also be 
considered.  

2.1 Hourly load simulation 

The methodology adopted by [3] is explained as follows. 
Load data was collected from a filed transformer at 30 min 
intervals and data for a particular day are summarized to get 
the daily mean load (µi) and standard deviation (σi). Next the 
average of daily mean load (µoverall) for a year and its standard 
deviation (σoverall) are computed.  

Daily mean load (µis , i=1,…..365) for a year is then 
simulated using a random generator assuming that they, as a 
data set, follow a normal distribution with mean as an overall 
average load (µoverall) and standard deviation (σoverall) as 
calculated previously. The simulated hourly average load (Is

i,k 

k=1,….24) is generated under the assumption that it also follows 
a normal distribution with simulated mean (µi

s) and σi as the 
standard deviation.  

2.2 Ambient temperature simulation 

The model for weather using historical daily average 
temperature has been proposed by [9], which was used to 
generate hourly ambient temperature by [3]. Daily average 
temperatures, daily minimum and daily maximum were used 
as inputs for simulating hourly ambient temperatures. The 
assumption has been made that hourly temperature in a day 
behaves in a sinusoidal pattern around the average 
temperature on that day with a small normally distributed 
uncertainty added to it. 

An hourly factor is calculated by adding random normal 
variation to the estimated sinusoid. These 24 hourly factors 
are scaled to match the temperature range (the difference 
between the maximum temperature and the minimum 
temperature for that particular day). Lastly, these scale values 
are added to the average temperature of the day to provide the 
hourly ambient temperature simulations. 

The other assumption made in [3], which can be of significant 
consequence, is that the loading profiles and ambient 
temperature were treated as two independent variables. No 
correlation between the distribution functions representing 
loading and ambient is assumed in [3]. 

3 Errors analysis in loss-of-life calculation 

In this study, for illustrative purposes only, daily loss-of-life 
is calculated and the errors generated by the data processing 
proposed by [3] will be analyzed. The daily load profile, 
ambient temperature and transformer heat run test results 
were obtained from National Grid.  

The daily mean and standard deviation were calculated from 
48 data intervals. The real load and a simulated load profile 
for a typical summer day are shown in Fig. 1. To generate 
hourly load profile, we followed the method explained 
previously in session 2.1 that it follows a normal distribution 
with daily mean and standard deviation. The real ambient 
temperature profile and a simulated ambient temperature 
profile are shown in Fig. 2.  The simulated ambient 
temperature data was generated following the method 
explained previously in session 2.2. 

Several runs for generating simulation data have been done, 
and the simulated load and ambient profiles are used in 
transformer thermal loss of life calculation. The loss of life 
for the real load profile and ambient temperature acts as the 
baseline to compare the differences between the simulated 
loss of life values and the actual loss of life. Three case 
studies have been considered, i.e. the transformer with ONAN 
cooling mode only, the transformer with OFAF cooling mode 
only, and the transformer operating under dual cooling mode 
(ONAN/OFAF). 
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Fig.1: Real and simulated load profile  
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Fig.2: Real and simulated ambient temperature 

A transformer with the following technical specification was 
considered for these case studies: 
ONAN mode 
  Oil exponent, x =0.8,  Winding exponent, y =1.3 
  Thermal model constant, k11=0.5 
  Thermal model constant, k21=3.0 
  Thermal model constant, k22=2.0 
  Toil oil time constant = 210 min        
  Winding time constant =10 min 
  Hotspot temperature rise =16.71K, Top oil rise=37K 
  Ratio of load losses to no load losses at rated =7.45 
 OFAF mode 
  Oil exponent, x =1.0 ,  Winding exponent, y =1.3 
  Thermal model constant, k11=1.0 
  Thermal model constant, k21=1.45 
  Thermal model constant, k22=1.0 
  Toil oil time constant = 90 min 
  Winding time constant = 7 min 
  Hotspot temperature rise =35.62K, Top oil rise=39.4 K 
  Ratio of load losses to no load losses at rated =26.8 
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Fig.3: Load profile for OFAF study 

 

Case 1: ONAN cooling mode 
Table 1: Discrepancy between loss-of-life results calculated from 
real and simulated data for ONAN cooling mode 

Loss of life  (minutes in 24 hours) Error 
Run Hourly 

generated 
load 

Minutely 
Generated 
load  

Actual 
Load 
 

Hourly 
generated 
load  

Minutely 
Generated 
load  

1 12.2999 11.7029 12.0431 +2.13% -2.82% 
2 12.0739 11.3867  +0.26% -5.45% 
3 11.6779 11.3079  -3.03% -6.10% 
4 12.512 11.6183  +3.89% -3.53% 
5 11.8395 11.4917  -1.69% -4.58% 
6 12.9498 11.4083  +7.53% -5.27% 
7 12.0933 11.8019  +0.42% -2.00% 
8 12.8219 11.064  +6.47% -8.13% 
9 12.4747 11.5971  +3.58% -3.70% 
10 14.2329 11.529  +18.18% -4.27% 
11 11.6234 11.2358  -3.48% -6.70% 
12 13.311 12.1385  +10.53% +0.79% 
13 11.3686 11.9369  -5.60% -0.88% 
14 10.2869 12.1006  -14.58% +0.48% 
15 14.2947 11.4338  +18.70% -5.06% 
16 14.8042 11.6471  +22.93% -3.29% 
17 13.7408 11.6517  +14.10% -3.25% 
18 13.4915 11.6949  +12.03% -2.89% 
19 11.0574 11.2006  -8.18% -7.00% 
20 14.823 11.2270  +23.08% -6.78% 

Case 2: OFAF cooling mode 

In this case study, we used the following load profile as 
shown in Fig. 3. The ambient temperature is the same as the 
previous one. 

Table 2: Discrepancy between loss-of-life results calculated from 
real and simulated data for OFAF cooling mode  

Loss of life  (minutes in 24 hours) Error 
Run Hourly 

generated 
load 

Minutely 
Generated 

load  

Actual 
Load 

 

Hourly 
generated 

load  

Minutely 
Generated 

load  
1 13.1343 12.5401 14.0074 -6.23% -10.48% 
2 13.057 12.6513  -6.78% -9.68% 
3 11.8583 12.4441  -15.34% -11.16% 
4 14.4104 12.7067  +2.88% -9.29% 
5 13.8953 12.3198  -0.80% -12.05% 
6 12.6566 12.5359  -9.64% -10.51% 
7 12.4639 12.7631  -11.02% -8.88% 
8 13.3078 13.0178  -4.99% -7.06% 
9 11.0791 12.4656  -20.91% -11.01% 
10 10.5595 12.5039  -24.61% -10.73% 
11 14.7966 12.4405  +5.63% -11.19% 
12 12.5757 12.7850  -10.22% -8.73% 
13 12.563 12.9754  -10.31% -7.37% 
14 12.7832 12.2789  -8.74% -12.34% 
15 12.0147 12.9305  -14.23% -7.69% 
16 10.4967 12.5509  -25.06% -10.40% 
17 15.3865 13.0593  +9.85% -6.77% 
18 12.4001 12.7445  -11.47% -9.02% 
19 12.0385 12.4956  -14.06% -10.79% 
20 11.7098 12.8569  -16.40% -8.21% 

Case 3: Dual Cooling mode (ONAN/OFAF) 

For the UK transmission transformers, they normally use dual 
cooling mode (ONAN/OFAF/ODAF) .The forced cooling of 
transformers is controlled automatically according to the 
winding temperature measured by a WTI (Winding 
Temperature Indicator). When the winding temperature 
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increases and exceeds a certain value of hotspot temperature, 
the pumps and fans will be switched on.  For this study, the 
WTI is set to switch on the pumps and fans at 75°C and off at 
50°C, as practiced in industry. 

Table 3: Discrepancy between loss-of-life results calculated from 
real and simulated data for Dual cooling mode 

Loss of life  (minutes in 24 hours) Error 
Run Hourly 

generated 
load 

Minutely 
Generated 
load  

Actual 
Load 
 

Hourly 
generated 
load  

Minutely 
Generated 
load  

1 15.8147 14.6955 24.444 -35.30% -39.88% 
2 14.8596 14.1341  -39.21% -42.18% 
3 16.712 13.8405  -31.63% -43.38% 
4 19.5661 15.9976  -19.96% -34.56% 
5 22.8985 15.2938  -6.32% -37.43% 
6 13.7096 13.7161  -43.92% -43.89% 
7 20.9785 16.0062  -14.18% -34.52% 
8 19.0131 15.1911  -22.22% -37.85% 
9 14.2111 15.3280  -41.86% -37.29% 
10 18.5200 13.6313  -24.24% -44.24% 
11 16.9532 14.7374  -30.65% -39.71% 
12 18.2041 14.3667  -25.53% -41.23% 
13 13.9661 15.3855  -42.87% -37.06% 
14 13.8696 13.8689  -43.26% -43.26% 
15 13.3908 13.9725  -45.22% -42.84% 
16 13.6519 14.6403  -44.15% -40.11% 
17 18.3339 14.3453  -25.00% -41.31% 
18 22.5334 14.3187  -7.82% -41.42% 
19 14.7959 16.2099  -39.47% -33.69% 
20 17.4065 13.2704  -28.79% -45.71% 

4 Discussion 
In this study, a total of 20 simulation runs have been done 
using the data generation approaches proposed by [3] for 
ambient temperature and load data generation, together with 
the IEC thermal model to calculate the thermal loss-of-life of 
the transformer. From Table 1-3, it can be seen that the 
average errors generated from the simulation as compared to 
actual value of loss-of-life,  are 11.5% and 11.6% for ONAN 
and OFAF cooling mode respectively, when hourly simulated 
load are used. However the errors become less for the minute 
simulated load situation as compared to the hourly simulated 
load, i.e. 4.1% and 9.67% for ONAN and OFAF respectively. 
The reason could be due to when more generated data is used, 
higher accuracy can be obtained since more data will be 
distributed at average value.  
In the case of single and dual cooling modes, the errors 
generated have shown a significant increase in dual cooling 
mode as compared to the single cooling mode transformer.  
The dual cooling system produces an error of 30.58% for 
hourly simulated load and 40% for minute based simulated 
load. Most importantly, the calculations using the simulated 
data tend to underestimate the loss-of-life. The 20 data set is 
severely skewed to the left. Although following a normal 
distribution, the randomly generated load data, do not follow 
the physical process of the loading change, causing the 
hotspot temperatures to behave intermittently and as a result 
of this, the on/off switch of the pumps and the fans will 
operate intermittently. From the error calculations in Table 1-
3, the simulation method proposed by [3] might be suitable 
for single cooling mode transformers (transformers below 

90MVA rating), although detailed statistical analysis on the 
data listed in table 1-2 is still needed to understand why the 
simulations most often underestimate the loss-of-life. 
However, this method seems not suitable for transformers 
which are operated with dual cooling mode. For the loading 
data, although their overall distribution is correctly modelled, 
the individual load at a time is generated randomly without 
any correlation with its previous load at a previous time – this 
may not be a correct assumption.  

The errors can be expected to be much bigger if a daily loss-
of-life calculation is extended to yearly loss-of-life 
calculation, since two distribution functions, loading and 
ambient temperature, would be used in yearly loss-of-life 
calculation. A further factor is that  the correlation between 
ambient temperature and loading profile is considered 
independent of each other. 

5 Conclusion 
The statistical methods proposed by [3] to generate loading 
and ambient temperature data are examined in this paper. 
While it might work for ONAN and OFAF single cooling 
mode transformers, in terms of acceptable error in estimated 
loss-of-life calculation; it seems that it generates significant 
errors when used for loss-of-life estimation of dual cooling 
mode (ONAN/OFAF) transformers. There is a significant 
underestimation of loss-of-life for the transformer calculation 
used as an example in this paper.  
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Abstract 

UHF methods for locating partial discharge in power 
transformers have be under development for the past years. 
Because the cost involved in repairing a PD-faulty 
transformer is high – it is important that PD sources can be 
located as accurately as possible. A PD location system is 
being developed that can locate PD in a transformer to within 
20 cm.  The system, which applies ultra high frequency 
techniques, has been tested on power transformers and an 
experimental tank in the laboratory producing accurate 
results. 

1 Introduction 

Determining whether power transformers are suffering from 
dangerous levels of partial discharge (PD) is very important 
because failure without warning can result in damage to the 
equipment, cause economic disruption and lead to imposition 
of regulatory fines for power utility companies [1].  However, 
PD detection alone will only solve part of the problem if the 
source of the PD is not located.  In addition, the cost and the 
long lead time for new transformers have forced many 
companies to consider repairing PD-faulty transformers rather 
than replacing them. This has led to an increase in the demand 
for PD location capability and expertise for power 
transformers. 

Various methods (such as Dissolved Gas Analysis [2]) of 
detecting PD in transformers already exist - thanks to the 
development and research carried out over the last twenty 
years. The acoustic and UHF are currently the main 
techniques used in industry for locating PD in power 
transformers. A partnership between the University of 
Strathclyde and Diagnostic Monitoring Systems Ltd (DMS 
Ltd), has led to the development of a PD location system (PD 
Locator) for transformers that is based on the UHF technique. 

This paper describes how the system works, its capabilities, 
the accuracy of the located PD source and its future 
developments. Figure 1 shows a snapshot of a software model 

of a five-limb transformer created by the PD Location system 
described in this paper. 

 
Figure 1: Internal model of a five-limb transformer 

2 UHF couplers for power transformers 

The main three types of UHF couplers that are used on 
transformers are: internal, external and oil-drain valve 
couplers. Figure 2 shows the three types of UHF couplers. 

 

a) b) c)  
Figure 2: Types of UHF couplers. a) Internal coupler.  
 b) External coupler. c) Oil-drain valve coupler.  

Internal couplers are mounted in the transformer during its 
assembly or maybe refitted later during refurbishment. These 
are fitted to flanges specifically installed for this purpose on 
the transformer tank. Internal couplers are best suited to long-
term monitoring and are increasingly being included in new 
transformers at the manufacturing stage. External (window) 
couplers are designed to fit over a dielectric aperture that is 
usually manufactured on a replacement inspection hatch 
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cover. An outage is still required for installation, as the oil 
level must be dropped below the top of the tank. Usually, 
window couplers are only mounted on top of the tank so that 
the windings can remain immersed in oil when the tank is 
opened briefly during installation. On the other hand, oil drain 
valve couplers can be installed by inserting the coupler probe 
through an oil valve. Provided the correct procedures are 
followed, this can be carried out when the transformer is in 
service. However, it is unlikely that four oil valve sensors 
could be installed at suitable positions for PD location 
purposes. 

3 UHF PD signals 

In order to locate PD in transformers using UHF techniques; 
the power transformer is fitted with UHF sensors which 
respond to UHF PD signals inside it. Cables of equal length 
are used to connect the sensors to the oscilloscope - this is to 
ensure that any difference in arrival time between the signals 
can only be caused by different path lengths inside the tank 
[3]. Signals from all sensors are acquired simultaneously 
using high-speed sampling equipment, typically operating at 
greater than 1GSamples/s. Figure 3 shows four UHF signals 
of a record length of 100 ns.  
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Figure 3: Recorded UHF PD signals at 5GSamples/s. The 

signal on S4 arrived at 10 ns, while the signals on S3, S2, 
and S1 arrived at 21.5 ns, 27.9 ns and 31.5 ns respectively. 

Accurate determination of arrival time is one of the keys to 
effective PD location. While UHF systems have been in the 
development phase, experts have tended to employ several 
different methods to help them come to a decision. For 
example, if the leading edges of the waveforms are very clear, 
taking measurements “by eye” can be very effective. 
However, for systems that are to be more widely deployed 
and used by non-experts, an automated approach is needed 
that will be both accurate and consistent. Over recent years, 
different methods and algorithms for determining the arrival 
time of signals have been investigated. However, more work 
needs to be done to improve the accuracy and ensure 
consistency in the method used. The arrival times of UHF 
signals used in this report were determined using a simple 
‘threshold’ method [4]. 

4 PD Location System 

The PD Location System incorporates a user interface 
software targeted for use on the Windows Operating System 
platform. The user interface comprises of lists for displaying 
data; buttons, check boxes and sliders. These provide the user 
with a means of interacting with the interface. The user 
interface is capable of creating a three-dimensional model of 
a transformer and its internal structure (transformer coil 
windings, cores and yokes) and displaying them in a window 
on the interface. Sensor positions are shown on the 
transformer outline and PD locations are plotted once a search 
has been performed. The user can rotate and zoom the view as 
desired. 

4.1 Transformer modelling 

For each transformer to be monitored using the PD Location 
system, the necessary plant model is first created using a 
separate software tool. This takes as its input the dimensions 
and internal structure of the transformer, locations of the 
sensors fitted on the tank and propagation velocity of the 
signal in dielectric materials such as oil. The internal structure 
information is used to define volumes in the tank where UHF 
signals will or will not propagate depending on the dielectric 
constant of the object occupying that volume. The resulting 
transformer model is at the heart of the PD location system, 
allowing quick identification of PD positions once the time-
of-flight measurements become available. 

4.2 Three-dimensional user interface  

The PD Location System models the transformer magnetic 
circuit using horizontal cylinders to represent yokes and 
vertical cylinders to represent cores and windings. However, 
the way the transformer’s internal structure is represented and 
modelled is specified to each type of transformer. In general, 
the system is capable of modelling transformer windings, 
yokes, cores and objects with rectangular cross-sections. 
Figure 4 shows how the software models the internal and 
external structure of a 3-phase 3-limb core transformer. 
  

S1

S2

S4

S3

PD Location list

Tank outline

Yokes and cores

Position of sensors

Windings

S1

S2

S4

S3

PD Location list

Tank outline

Yokes and cores

Position of sensors

Windings

 
 

Figure 4: Rendered 3-D structure of the transformer within 
the software interface 
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Sensor positions are represented as points in space relative to 
what is chosen as the origin of the transformer. The 
transformer tank outline is rendered as a box. The transformer 
modelled in Figure 4 is of dimensions 5.42 x 2.25 x 2.9 m and 
is fitted with four UHF sensors. 

4.3 Partial discharge location 

When the arrival time of each signal has been estimated - 
then the PD Location System can be used to determine the 
location of the PD source. The software interrogates the 
transformer model to find the optimum point(s) that best 
match the observed time differences. It populates the PD 
locations list with the coordinates (x, y, z m) of any found 
points. Then it plots these points onto the scene containing the 
modelled 3-D structure of the transformer. This provides an 
indication of the location of the PD source in the transformer 
(see Figure 5).  

S1

S2
S3

PD source

S1

S2
S3

PD source

 
Figure 5: Three-dimensional plot of the PD source location 

onto the 3-D scene of a transformer. 

The system can be used to search for possible PD location 
sources using at least two, three or four UHF sensors. If two 
sensors are used, and the system finds points – a plot of these 
points will form a surface inside the modelled transformer 
space. In contrast, searching using three sensors - the plotted 
points identify a region which is used to determine a more 
accurate PD source. However, searching with four sensors 
will return a single point (or cluster of points) which indicates 
the location of the PD source. For example, the PD source is 
located at 3.25 x 2.15 x 2.65 m for the transformer in Figure 
5. This example corresponds to a pulse injection test using a 
4th sensor S4 whose actual coordinates were 3.26 x 2.25 x 
2.61 m. 

The software informs the user if no matching PD source 
location can be found. For the software not to find any point 
may be due to a number of reasons. First, the arrival time 
used may be in-accurate (this may depend on the method used 
to determine the arrival time). Secondly, the arrival time may 
be of signals that are not coming from inside the transformer 
tank (non PD signals). 

On completion of each search, the software displays the 
search tolerance value in nanoseconds (ns). One nanosecond 
is equivalent to 30 cm in air and 20 cm in mineral oil (taking 

the velocity of the signal to be 0.2 m/ns in oil [5]). This value 
indicates the accuracy of the found PD source location. A low 
value indicates that the returned PD locations are relatively 
accurate, while a high search tolerance indicates less 
accuracy. The value of the search tolerance will increase with 
the number of sensors used. Typically, a search tolerance of 
at most 0.1 ns is expected when searching with only two 
sensors. This value tends to increase with a search using more 
than two sensors.  

5 PD location accuracy  

The accuracy of the located PD source is dependent on the 
accuracy of the arrival time used. There are several factors 
that affect the process of estimating the arrival time of UHF 
signals, including: 

• the method used to determine the onset time of the 
signal 

• the way the signals propagate inside the transformer 
tank to the UHF sensor 

• calibration of UHF sensors 
• noisy UHF PD signals 
• Bandwidth of the acquisition hardware  

The choice of the digitising hardware for capturing the UHF 
signals should be governed by the aim of achieving timing 
accuracy of better than ± 1 ns, which corresponds to ± 20 cm 
in mineral oil. Over several industrial projects where the PD 
location system has been used, results have confirmed that 
accuracy of the PD source location using the system is 
typically better than 20 cm. 

6 Model transformer tank 

In order to support the investigation and development of the 
accuracy of the PD location system - the University of 
Strathclyde has installed a steel tank (of dimensions 3 x 2.44 
x 2 m) in the high voltage laboratory (see Figure 6). The tank 
is used to replicate the electromagnetic characteristics of a 
power transformer tank.  
 

 
Figure 6: Steel tank fitted with UHF sensors.  
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Initially the tank has been fitted with four UHF monopole 
sensors which respond to the component of UHF electric field 
that is perpendicular to the inner surface of the tank. In the 
near future, the tank will be fitted with different types of UHF 
sensors (e.g. those shown in Figure 2) so that the PD location 
system can be tested with signals from these sensors. An 
avalanche pulser is used as a PD source which can be moved 
to different positions in the tank. In order to more accurately 
replicate the electromagnetic characteristics of a power 
transformer, the next step will be to fabricate the internal 
structure of a power transformer. High Voltage PD test cells 
will then be used in comprehensive experiments on PD 
location. 

7 Conclusions and future work 

A PD location system for power transformers has been 
described. The types of sensors and the different ways in 
which they can be installed have been described. The system 
will plot PD locations on a 3D model of the transformer. PD 
location accuracy to within 20 cm is possible when the PD 
location system is used.  

The aim of this project is to develop a fully integrated system 
that can acquire, log, analyse UHF PD data and locate PD 
automatically. Once all of this functionality has been 
achieved, the PD location algorithms will be optimised 
further through their application to data recorded in the field. 
For example, different algorithms for determining the arrival 
time could run in parallel to determine the most effective 
long-term solution. 

Acknowledgements 

This project is funded by Knowledge Transfer Partnership 
Number 6231. 

References 

[1] M Wang, A J Vandermaar and K D Srivastava, “Review 
of condition assessment of power transformers in 
service,” IEEE Elect. Insul. Mag, vol. 18, no. 6, pp. 12-
25, Nov./Dec. 2002 

[2] M Duval and J Dukarm, “Improving the reliability of 
transformer gas-in-oil diagnosis”, IEEE Electrical 
Insulation Magazine, Vol. 21,  No. 4, pp. 21-27, 
July/August 2005 

[3] M D Judd, L Yang and I B B Hunter, “ Partial discharge 
monitoring for power transformers using UHF sensors 
part 1: Sensors and signal interpretation,” IEEE 
Electrical Insulation Magazine, vol. 21, no. 2, pp.5-14, 
March/April 2005 

[4] P Kakeeto, “Experimental investigation of positional 
accuracy for UHF partial discharge location”, Condition 
Monitoring and Diagnosis conference, vol 2, pp.1070-
1073, April 2008 

[5] A Convery and M D Judd, “Measurement of propagation 
characteristics for UHF signals in transformer insulation 
materials”, Proc. 13th Int. Symp. on High Voltage 
Engineering (Delft), August 2003 

 

Paper P7 - 2nd UHVnet Colloquium, 21st January 2009, Glasgow Caledonian University

52



 

 

 

ABSTRACT 
This paper presents a distributed wireless system to 
measure transient electromagnetic field in power 
substations. The system enables cooperative multi-node 
measurement, flexible data acquisition, powerful data 
transmission capability, and easy interface to computer 
control system.  In particular, through incorporating a 
wireless trigger function this system could help evaluate the 
transient field’s effect on other control signals by 
simultaneously measuring these signals’ conditions and the 
transient electromagnetic field.   
 
Index Terms—Transient Measurement, Wireless Trigger, 
Time Synchronization 

1.0 INTRODUCTION 

 
Fig.1: Example of switching operation in power substations [1] 
 
In power substations, electric and magnetic emissions are 
generated during all operational conditions. In particular, 
switching operations of primary plant components such as 
disconnect switches and circuit breakers generate 
significant transient electromagnetic fields (Fig.1).  
 
The transients generated in power substations have two 
significant characteristics: short duration and high 
amplitude.  
 
As we all knows that short durance or fast rising time 
means high frequency contents. These unwanted high 
amplitude and high frequency emissions constitute 
potential electromagnetic interference (EMI) to sensitive 
electronic equipments within the substations. They may 
couple into the control circuits and electronic equipments 
and constitute serious threat to their normal function. 
 
Therefore electronic equipments in substations must be 
suitably designed and protected to survive in the harsh EM 
environment.  In fact some standards have been issued to 

deal with this situation, such as IEEE 1613 - IEEE Standard 
Environmental and Testing Requirements for 
Communications Networking Devices in Electric Power 
Substations and IEC 61850-3 Communications Systems 
and Networks in Substations (Section 5.7). As a result, a 
measurement system is needed to ensure the 
electromagnetic environment in substations comply with 
EMC standards, and evaluate the transient fields’ impact on 
substations control signals or other important electronic 
parameters.  
 
This paper describes the design and implementation of such 
a distributed data acquisition system that uses wireless 
technique and programmable device technique to 
implement flexible trigger function, accurate 
synchronization and interactive multi-node network 
management, which permit comprehensive measurement of 
the amplitude, frequency and relative time information of 
transient electromagnetic fields in power substations and 
help to evaluate their impact on other control signals 
 

2.0 TRIGGER OPERATION 

In most measurement devices, it is desirable to integrate a 
trigger function to capture useful information and make 
more effective use of the usually limited data storage space. 
For example, digital sampling oscilloscopes usually 
periodically save data before getting triggered.  
 
Inside this system, we adopt a more flexible trigger 
strategy. There are two trigger options inside one 
measurement device: internal trigger and external trigger. 

2.1 EXTERNAL WIRELESS TRIGGER 
Conventional methods of electromagnetic emission 
measurement are based on the measurement of amplitude 
and frequency of the transient. While these methods are 
generally sufficient to check if the emissions satisfy some 
specifications, they provide little useful information about 
how the transient electromagnetic emissions would affect 
the control wires.  To correctly relate the cause and effect 
of any transient disturbance, we need to record the coupled 
emission on control wires when the transients occur. In 
other words, we need to simultaneously measure both the 
transient field and the signals on the control wires and it is 
important to ensure that the events detected on the control 
wires are time-synchronised to the corresponding transient 
events detected by the transient field sensors. In order to 
ensure this, the control wire measurement nodes must start 
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to record at the same time that the transient data acquisition 
node find a transient, so that no effective delay is observed 
between them. 
 
In addition, to measure transient electromagnetic field’s 
distribution, the data from all the measurement nodes have 
to be correlated in time, since the transient field basically is 
a kind of time-varying field. 
 
Fig.2 shows an example, Node B is used for measuring 
transient emission, Nodes A and C are used to record the 
events of control wires. From the left part of Fig.2 it is 
difficult to find the time correlation of measured data from 
these nodes since they start at different times whilst from 
the right part of Fig.2 it is easy to realize accurate time 
correlation, from which we can derive some useful 
information about cause and effect.  

 
Fig.2: Example of simultaneous measurement 

 
Since the ability to discern the time delay between data 
acquisition nodes is determined by the sampling frequency, 
the best achievable resolution would be one sampling 
period. The low limitation of resolution will be the worst 
time from which we can differentiate the correlation. Since 
usually there exists no determined period of transient, a 
reserved assumption of the low limitation would be one 
transient duration to get acceptable correlation.  
 
In this developed system, the simultaneous saving of data is 
achieved by a function called wireless trigger. When one 
measurement node detects the transient signal, namely 
when the local input surpasses some pre-defined threshold, 
it will send out a trigger signal as shown on Fig.3. After 
receiving the trigger signal, the measurement nodes will 
keep the corresponding sampled data according to trigger 
signal’s time information and stop sampling and data 
saving.  
 

 
Fig.3: The concept of wireless trigger 
 

2.2 INTERNAL TRIGGER 
The internal trigger works like the normal amplitude or 
edge trigger function that could be found in most digital 
sampling oscilloscopes. But, besides the possibility of a 
trigger using the time domain trigger information, it could 
also be triggered using the frequency domain information, 
which is realized by real-time spectrum conversion through 
the imbedded FPGA chip. 
 

3.0 TIME SYNCHRONIZATION 
The incorporation of time synchronization scheme in this 
system has two advantages. The first one is that it makes 
wireless trigger more reliable and more accurate. Under 
some conditions, the trigger signal could be missed or not 
effectively received by some nodes. This happens when the 
receiver nodes are affected by some interference or the 
trigger signal has to pass some other nodes to arrive at the 
destination nodes, which will add some delay to the trigger 
signal.  The first condition would be improved by 
resending the trigger signal. But this also will add time 
delay. Therefore, judging the trigger time by the arrival of 
trigger signal is not accurate and reliable. A solution to this 
issue would be making all the nodes time synchronized and 
incorporating the trigger time information into the trigger 
signal, which is unchanged during resending. The 
destination receiver nodes judge the trigger time based on 
the time information incorporated, by which the receiver 
measurement nodes would not be affected by any form of 
the trigger signal’s delay. 
 
The second advantage is increased power efficiency. With 
time synchronization, communication between different 
nodes including external trigger can work in TDMA way. 
Therefore the measurement nodes stay in doze or idle mode 
and enter receiver mode periodically to wait for possible 
trigger signal or other information. Through this, power 

Guys, start 
recording! 
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consumption will be decreased. 
 
There are two strategies available: one is pre-
synchronization that keeps system synchronized all the 
time; the other one is achieving time synchronization only 
when necessary, known as post-facto synchronization [3]. 
Post-facto synchronization is more power efficient, while 
pre-synchronization is more reliable and accurate.  
 
So which time synchronization scheme and strategy to 
choose depends on the practical requirements on power 
consumption and resolution. 
 
Fig.4 show the measured result of time synchronization of 
the system, from which we can see the accuracy is less than 
1 microsecond. 
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Fig.4 Measured time synchronization accuracy 

4.0 INTERACTIVE MULTI-NODE MEASUREMENT 

 
Fig.5: System topology 
 
As we said before, instead of consisting of just one or 
several stand alone measurement devices used in 
conventional measurement setup the system is designed as 
an interactive multi-node network, in which up to 
thousands of measurement devices could be distributed and 
managed through some simple flexible wireless networking 

protocol. 
 
Transient measurement is usually conducted in a 
determined environment, namely we usually have the 
knowledge of node locations, so there is no need to 
implement complicated auto-organizing networking 
topology like mesh, which need more software overhead 
and possibly less reliable. Instead, we adopt an easy to use 
tree topology, even though it could be adapted to other 
topologies (Fig.5). 

5.0 OTHER CHARACTERISTICS 
 
Besides the trigger function, time synchronization and 
networking, the system has some other characteristics: 

1) It supports 100MSPS sampling rate 
2) It integrates an 802.11b/g module therefore has 

very powerful data transmission capability and 
could be easily controlled by a laptop. 

 

6.0 CONCLUIONS 
The system described in this paper is more like an 
interactive wireless distributed network with high data 
acquisition capability, the nodes of which could work 
cooperatively to get amplitude, frequency and time 
information, rather than a static amplitude-only 
measurement device. Therefore it could be used not only as 
a system to evaluate the electromagnetic environment in 
power substations but also a useful tool for transients 
induced power system fault diagnosis and verification of 
transient field distribution modelling.  
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Abstract 
Partial Discharge measurements were carried out on 101 
Ceramic Insulators removed from service from three different 
locations on a 25 kV rail supply network. Measurements were 
taken using a combined IEC 60270 apparent charge and RF 
measurement system to assess the condition of the insulators. 
Low level (25 – 35 pC) PD activity was observed in 15 of the 
samples, and was thought to be the result of voids at the 
terminal surfaces where delamination of the porcelain could 
have taken place through mechanical stress or environmental 
conditions. The RF and apparent charge measurement 
systems were comparable in their ability to detect PD activity, 
which indicates that it might be possible to develop a non-
contact RF condition monitoring system for use with rail 
supply insulators. 

1 Introduction 

Partial discharges (PDs) are a sign of localised electrical 
breakdown within an insulator, often involving quite small 
amounts of electrical charge. Left unchecked, PD tends to 
erode and degrade insulation over time, and can lead to 
electrical failure if the discharges involved succeed in 
bridging the insulation gap between conductors. Should PD 
damage become extensive it can also lead to mechanical 
failure. 

PD can be monitored to assess the condition of the insulator, 
and is traditionally achieved by measurement of apparent 
charge magnitude according to IEC 60270 [1]. Another 
method which is used to monitor insulation is the radio 
frequency (RF) technique, where the energy radiated from the 
discharges can be observed via an RF sensor. This method 
has an advantage over the standard method, in that the 
technique is non-contact and can be performed in-service 
when the insulator is under normal load and environmental 
conditions. Recent research [2] using a combined 
measurement system has shown that, due to the different 
responses of the two systems, simultaneous PD measurement 
can give an insight into the underlying shape of the PD 
current pulse and therefore the type and number of defects 
present within the test object. 

The insulators supplied for testing were removed from three 
different locations on the rail network. Two types of insulator 

were supplied, with an obvious mechanical difference in the 
end caps, relating to the position in which they are used, 
either strut or upper, as can be seen in Figure 1.  

New insulators of this construction would not be expected 
show any PD at normal operating voltages. This is because 
their test requirements include a wet power withstand voltage 
of 95 kV (peak) and a dry lightning impulse withstand voltage 
of +200 kV peak (as indicated in Table 1). In order to meet 
these requirements, the electric fields at 25 kV should be 
comparatively small with respect to the insulation capabilities 
of a (pristine) device. 

 
Figure 1: Example of insulator location and orientation – the 
top insulator is referred to as 'upper,' and the lower insulator 
as 'strut'. 

Table 1: Rated insulation voltages and clearances. 

Parameter Value (line 
to earth) 

Wet Power Withstand Voltage (Vertical and Horizontal) 
Dry Lightning Impulse Withstand Voltage (+ve) 
Minimum Creepage Path (Non Polluted Area) 
Minimum Creepage Path (Polluted Area) 

95kVp 
200kVp 
790mm 
1070mm 

2 Electrical specification for new insulators 

The specification document on overhead line equipment 
outlines the requirements which new insulators must meet, in 
terms of many different stresses (electrical, mechanical, 
environmental etc.), and describes the conditions under which 
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the insulators must operate in normal and abnormal 
circumstances. A list of relevant standards relating to 
electrical tests includes: 

• BS 137 – Insulators of ceramic material or glass for 
overhead lines with a nominal voltage greater than 1000V 

• BS 60383, IEC 383 – Tests on insulators of ceramic 
material or glass for overhead lines with a nominal voltage 
greater than 1000V  

• IEC 1109 (composite insulators) 
• BS 60168, IEC 168 – Tests indoor and outdoor post 

insulators of ceramic material or glass for overhead lines 
with a nominal voltage greater than 1000V 

Insulators have to be subjected to the following tests prior to 
delivery by the supplier: 

• Design, type, sample and routine tests in accordance with 
relevant standards 

• Performance tests 
• Any additional tests defined in the procurement document 

• It is further required that insulators must be free from 
defects, voids, cracks, contamination, etc., tested using 
ultrasonic methods. 

• Wet Power Withstand Voltage (IEC 1109 clause 6.1, BS 
60383 clause 14) 

• Dry Lightning Impulse Withstand Voltage (IEC 1109 
clause 6.2, BS 60383 clause 13) 

• Salt Fog Pollution Test (BS EN 60507 section 3) 
• Electromechanical failing load test (Power frequency 

voltage and tensile force applied simultaneously) (BS 
60383) 

• Ultrasonic flaw detection test 

After these tests have been completed each insulator is 
considered ready for service. No further electrical testing is 
carried out prior to installation on the network or while in 
service to monitor reliability. Maintenance can therefore 
either be time based, which may result in unnecessary effort, 
or the use of inspections or diagnostic tools that allow 
maintenance effort to be focussed only on insulators that 
actually show some signs of deterioration. Researchers at the 
University of Strathclyde have successfully used non-contact 
RF methods to monitor and locate PD in other HV equipment, 
hence the interest in carrying out these experiments. 

3 Experimental Work 

In total, 101 25kV insulators were removed from service from 
three different locations on the rail supply network. Among 
these were units originally supplied by three different 
manufacturers. Insulators are about 400 mm long - a typical 
sample is shown in Figure 2. They were not cleaned prior to 
testing, however, following removal from service the 
insulators had been stored in warn dry conditions for several 
weeks.  

Each sample was initially tested using a Megger (model 
BM100) for insulation resistance at an applied voltage of 500 
V dc. Each sample was then PD tested according to 

IEC60270 [1] at 25kV AC, with simultaneous measurement 
of any RF PD signals. If no PD was measured at normal 
operating voltage, each device was then tested at up to 29 or 
30 kV, representing the highest voltages that might be seen in 
service. 

 
Figure 2: Typical example of insulator as supplied. 

The IEC measurements were conducted using the LDIC LDS-
6 while simultaneous RF measurements were recorded with 
an RF sensor connected to a 3 GHz bandwidth oscilloscope 
via a 25dB amplifier. A variable 0.38/100 kV step-up 
transformer provided high voltage to the test object. The HV 
supply was connected to the lower terminal of the insulator 
through an HV resistor connected in series (included in order 
to limit the current in the unlikely event of a flashover), while 
the upper terminal was earthed. 

Due to the presence of the series current-limiting resistor, 
there was potential for a discrepancy between the HV supply 
voltage and the voltage across the insulator under test. The 
significance of this difference would depend on the unknown 
capacitance of the insulator. Therefore, an HV probe was 
used to measure the actual voltage V across the insulator in 
the circuit of Figure 3. Results, shown in Table 2, indicate 
that the voltage difference is negligible and the applied 
voltage was considered equal to the HV supply voltage for the 
purpose of these tests. 
 

 
Figure 3: Test circuit used to energise the insulators. An HV probe 
was used to measure V. CC is the PD coupling capacitance and Zm is 
the impedance for the IEC apparent charge measurement. 

Table 2: Supplied and measured voltages across test object 

Supply voltage (kV) Measured voltage across insulator 
(kV) 

4.9 
10.0 
15.0 
20.1 
25.3 

4.8 
9.8 
14.8 
19.9 
25.1 

 

500kΩ V HV Supply 

CC 

Zm 
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The supply voltage was increased from 0 to 29 or 30 kV in 
steps of 5 kV (the normal operational voltage of the insulators 
is 25 kV, while the maximum voltage in service may reach 29 
kV). In the cases where PD was found, both the average 
apparent charge level and the phase-resolved partial discharge 
(PRPD) pattern were recorded.  

4 Results and Discussion 

The initial (Megger) insulation resistance test showed, as 
expected, that each insulator was open circuit up to 500 V dc. 
This is unsurprising given the relatively small electric field 
and the scale of any expected defects. 

Of the 101 insulators tested, PD was observed in 15 samples. 
Figure 4 shows PRPD patterns for 3 typical samples 
exhibiting PD designated D1, D2 and D3 (each unit is 
described in Table 3). Discharge levels can be seen in the  
region of 25 – 35 pC (in one extreme case, a discharge level 
of ~70pC was observed below normal operating voltage), a 
comparatively low level considering power transformers are 
said to be 'defect-free' if PD is observed in the region of 10 – 
50 pC [3]. 

Of the 15 samples exhibiting PD, all except 4 produced 
measurable RF signals. However, these four samples had 

exhibited very low level PD, only marginally above the noise 
threshold. Additionally, in one case among the other 11 
samples, RF signals were observed when the corresponding 
apparent charge levels were comparable to noise levels. It 
must be remembered, however, that PD levels and RF signals 
are likely to be significantly higher under the damper outdoor 
conditions to which the insulators are normally exposed. 

Table 3: Description of 3 typical sample experiencing PD 

Sample Orientation Manufacturer Location 

D1 
D2 
D3 

Strut 
Strut 
Strut 

B 
C 
B 

1 
1 
2 

 

As previously mentioned, the combined measurement method 
can reveal information about the discharge events that may 
not be found using either technique independently. The 
correlation plots in Figure 5 show the relationship between 
apparent charge levels and radiated energy for the 3 typical 
samples discussed previously. Patterns within these 
correlation plots relate to the underlying physics which cause 
variation in the PD current pulse shape. Different clusters 
within the patterns correspond either to different discharge 
sites, or different discharge mechanisms as a defect 
progresses. As the period over which results were gathered is 
so short and the electric fields the samples were exposed to 
were relatively low, it is assumed that the clusters are due to 
multiple discharge sites. 

Statistical evaluation of the results was conducted to identify 
relationships between the insulators presenting with PD 
(displayed in Figure 6). It was found that there was a higher 
occurrence of PD in insulators from Manufacturer B, 
insulators in the strut orientation, and those removed from 
Location 1. 

These statistics need to be evaluated carefully to avoid 
misinterpretation, as there may have been a greater 
percentage of insulators from Manufacturer B in Location 1. 
In fact, Manufacturer C actually accounted for 51% of the 
insulators in that location while Manufacturer B made up the 
remaining 49%, the lowest proportion from this manufacturer 
among all three locations (manufacturer B accounts for 59% 
of insulators from location 2 and 58% from location 3), 
indicating that there is propensity for PD in that location. 

5 Conclusions 

Although the PD events may not have been likely themselves 
to lead to failure – as the discharge levels would not be 
regarded as severe in this insulation type – it is likely that the 
PD observed is related to the degradation mechanism. That is 
to say, the PD events may be a result of another form of 
damage, and that PD observed in insulators could indicate the 
potential for eventual failure. However, this would need to be Figure 4: Phase resolved PD patterns for (a) Insulator D1 at 30 kV;

(b) D2 at 35 kV and (c) D3 at 20 kV.

(a) 
 
 
 
 
 
 
 
 
(b) 
 
 
 
 
 
 
 
(c) 
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verified through further PD testing of out of service and in-
service insulators measured against the propensity for failure 
of insulators in terms of manufacturer, location, etc.  

It was concluded that the most likely source of PD was the 
presence of internal voids in high field regions. Since even 
quite severe physical damage, such as broken sheds, did not 

result in PD, it is thought likely that the PD occurs at the 
terminal interface, where delamination of the porcelain 
surface could have taken place. Under these conditions the 
PD activity would be a result of mechanical deterioration, as 
opposed to being the cause of the degradation. 

RF methods have been shown to have similar capability to 
apparent charge measurements in terms of observing low 
levels of PD in these ceramic insulators. Further research will 
be required to discover whether RF monitoring of in-service 
insulators is viable. If so, it might become possible to survey 
insulators from a moving vehicle because of the fast response 
of the RF measurement system. When conducting such tests it 
would be necessary to take into account increased levels of 
RF noise and interference, but this might be counteracted to 
some extent by the increased discharge levels expected during 
outdoor operation. 
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Figure 5: Correlation plots showing relationship between apparent
charge levels and radiated energy for (a) Insulator D1 at 30 kV; (b)
D2 at 35 kV and (c) D3 at 20 kV. 
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Abstract: This paper investigates the performance of 
protection/instrument current transformers in detecting partial 
discharge signals from medium voltage cables. This research 
work involves developing an appropriate high frequency 
model of the CT, simulation parameter calculation followed 
by experimental analysis. 
 
1. Introduction 
 
Power transmission and distribution is achieved using 
networks of overhead lines and underground cables. 
Underground cable designs vary with the age, voltage and 
capacity of the particular circuit. The majority of the existing 
medium voltage (11kV to 33kV) cables in the UK are of a 
paper insulated, mass impregnated, lead sheathed design 
which was used, for more than 100 years, since the latter part 
of the 19th century up to the present day. Partial discharges 
within the insulation result in degradation of these cables and 
this degradation due to partial discharges is the main cause of 
cable failures that are not due to mechanical damage. 
Deregulation of the electricity market focuses network 
operators on pro-active management of network reliability. A 
condition based maintenance strategy can prevent forced 
outages and improve supply reliability and availability for 
customers. The detection and location of partial discharge 
sites offers an important tool when building a maintenance 
strategy for these underground cable networks. 
  
Partial discharges are localized electrical discharges which 
form a partial bridge between the electrodes. This partial 
breakdown generates high frequency pulses which is useful 
for the PD quantifications and PD mapping. They are the 
early symptoms of insulation degradation, prolonged activity 
leads to complete breakdown of the cable. PD signals which 
originate from the discharge source have two propagation 
paths namely phase-phase and shield-phase. In normal case 
inductive couplers are inserted into the earth strap of the 
cable. PD data obtained from such configuration has 
information from all three phases. From the Signal processing 
point of view this data is not preferred for PD mapping. As a 
result Phase-Phase measurement is normally used. Sensor 
positioning in live phase conductors is always not possible. 
Since PD is an early symptom of cable breakdown, it is often 
not necessary to monitor the insulation condition 
continuously. This means there is no need for permanent 

installation of sensors in the cable. This paper is investigating 
the robustness of preinstalled protection/measurement CT for 
PD detection by conducting frequency response modelling 
and experimental analysis. These CTs often deal with power 
frequencies and the bandwidth of these CTs are often not 
available. Once PD signal acquisition equipment is connected 
to these preinstalled CTs, it should not increase the burden 
since this will have impact on measurement protection and 
control circuitry connected to the power system. 
 
2. High Frequency Equivalent circuit model 
 
Frequency response modelling of CT is not a new area. Many 
high frequency models are available. Most of the models are 
developed for the behaviours of CT in substation switching. 
Energy of the high frequency signals in those models is very 
high. As far as PD is concerned energy content is very low. 
This is the major difference between the existing models and 
this work.  
 
Protection CTs are normally air gapped. Air gap avoids the 
magnetic core to be saturated by a dc component in the 
primary current. Furthermore, it increases the linearity of the 
magnetic curve [3]. High frequency model of the protection 
CT differ from measurement CT in terms of inductance of air 
gap. Measurement CTs are designed in the linear portion of 
the magnetization curve for metering accuracy while 
protection CTs are designed in the lower portion of the 
magnetization curve so that higher fault current does not push 
those CTs into saturation. Factors which influence the high 
frequency limitations of the CT are  
 

i.  Inter winding capacitance. 
ii.  Capacitance between primary winding and core 

iii.  Secondary winding turn to turn 
iv.  Secondary winding turn-core 
v.  Core material permeability 

vi.  Core loss 
vii.  Winding resistance variation due to skin effect 

 
Based on the above parameters high frequency model of the 
transformer is as shown in Figure 1. Stray capacitance 
parameter for modelling can be calculated by finite element 
methods or analytical methods. Finite element analysis (FEA) 
needs 3D FEA simulation software. Analytical method is 
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preferred in this paper. Stray capacitance can be determined 
experimentally by using impedance-phase analysers. Jiles 
Atherton model can be used to model  the core losses at 
various frequencies. Jiles Atherton parameters can be 
determined by experimental analysis. 

   
 

 

 

 
                                      Non linear core  

  
Figure 1. High frequency Equivalent Circuit 

3. Secondary winding capacitance 
Secondary winding capacitance has two components namely 
between turns and between turn to core. Antonio Massarini et 
al [1] used an analytical approach to predetermine the 
capacitance of winding from the winding geometry. This 
method is discussed briefly in this section. Figure 2 shows 
cross sectional view of CT winding. 
 
 

 

 

 
 

 

Figure 2. Cross sectional view of coil 

Figure 2 can be viewed as a combination of many numbers of 
basic cells as shown in Figure 3. Each basic cell is a 
combination of two winding turns separated by two insulation 
coatings and an air column between them. This arrangement 
forms a series connection of three capacitors as shown in 
Figure 4. Capacitance between two turns can be calculated by 

choosing an elementary curved surface area followed by 
integration. Turn-turn capacitance (Ceq) is given by the 
equation (1) 

 

turns    turns 
 

 
Figure 3. Basic cell 
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Insulation coating 

 
Figure 4. Equivalent Capacitance 
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€r: Relative Permittivity of insulation 

lt : Mean length of turn (from data sheet) 

 
Same basic cell structure is used to calculate the turn to core 
capacitance. Here the capacitance will be two times the 
capacitance in previous case since E field propagates only 
half distance of the turn to turn path. So turn to core 
capacitance will be 2*Ceq. Figure 5 shows the basic structure 
for odd and even turns of transformer winding. 
 
 
 Ceq        Ceq  Ceq 

 
2 *Ceq    2* Ceq 

   Figure 5. Even and odd turns 

 

       Core               Core
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          Core
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By applying basic network reductions to Figure 5 equivalent 
capacitance of odd or even turns can be computed. There by 
total capacitance can be calculated by using equation (2) 
 
 
            -------- (2) 
Example Iteration of the above equation is shown below. 
 
 
  

 

 

 

  

 

 

 

4. Primary winding capacitance 
Size of the primary conductor influences the capacitance 
between primary cable phase conductor and the winding. 
Primary conductor dimension is predetermined from air 
breakdown fields and corona inception field [4]. CT and the 
cable is treated as coaxial cylinder geometry as shown in 
Figure 6.  
 

  
 Figure 6. Coaxial geometry 

Uniform Electrical field equation is given by equation (3) and 
corona inception field is given Peek’s expression, equation 
(4) 
 
 
 
       ----------- (3) 
 

           ---------(4) 

Solution of equations (3) and (4) will give the optimum 
diameter of the primary conductor which should not cause air 
breakdown and corona. 
 
Primary winding capacitance can be calculated by a 
numerical approximation is explained with reference to 
Figure 7. Primary conductor treated as bundled cylindrical 
conductors and primary conductor is treated as an 
equipotential surface. Part of the Secondary winding turn 
above the primary conductor is assumed as cylindrical 
conductor coated with insulation. Capacitance exists between 
each turn of secondary and cylindrical segment of primary 
conductor (Ciw). Capacitance also exists between inter turn 
space of secondary and cylindrical segment of primary 
conductor (Cpwc). 

 
   Figure 7. Coaxial geometry 

 

R1-Inner radius of the CT 
R2-Radius of the Primary Conductor 
r1-Radius of the black circle 
r2-Distance between the black circles 
r3-Radius of the blue circle 
r4-Distance between the blue circles 
N-Number of turns in secondary  
M-Number of inter turn spaces 
H-Height of the core 
r3<r1 
 
Cpwc  can be calculated by parallel plate approximation, as in 
equation (5).  Hence, 
 
Cpwc    = εo εr A /d ---------------------(5) 

A -Area of the plate = r2*height of the core 
d-distance between the plates = R1-R2 
εo - 8.854 x E-12 Farad/meter 
εr - 1 for air 
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Ciw  can be approximated as the capacitance of cylindrical 
conductors of different radii with different radial thickness of 
dielectric (air and turn insulation), see Das et al. [2] method 
of capacitance calculation of cylindrical conductors of 
different radii with different radial thickness of dielectric. 
 

5. Core loss  
Saturation, hysteresis, and eddy currents effects are not 
considered in linear transformer model. However, these 
nonlinearities significantly influence the behaviour of 
transformer during abnormal conditions [5]. Effect of 
saturation is not considered in PD aspect. Hysterisis loss can 
be calculated by the product of area under the curve of 
hysterisis loop and the operating frequency and is given by 
the equation (6). BH loop can be determined by using Epstein 
frame. By using a variable frequency source, frequency 
effects on BH loop can also be found. As the frequency of 
primary current is high, material will have wide BH loop due 
to the increase in coercivity. Figure 8 shows the effect of 
frequency on the hysterisis loop. As the frequency increases 
eddy current loss dominates over hysterisis loss. Eddy current 
effects can also be included in the BH loop, see Figure 9. 

∫= dhbfp . ------------ (6) 

  
Figure 8. Hysteresis curve of Permalloy for frequency Hz [3]. 

  
Figure 9. Hysteresis curves with eddy current effect included 
[3]. 

 
6.Conclusions and Future work 
Phase - Phase measurement of PD favours signal processing 
for finding the discharge location. Installation of inductive 
coupler in a live phase-conductor is not preferable. Hence 
pre-installed CT may be used for PD detection. These CTs are 
designed to operate at power frequencies and thus the 
bandwidth characteristics of these devices are not available. 
Frequency response analysis of conventional CT was 
investigated for this purpose. High frequency modelling 
parameter calculation of conventional CT is in progress. 
Denoising PD signals, PD mapping is our ongoing research. 
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Abstract 

Switching operations of circuit breakers and disconnect 
switches generate transient currents propagating along the 
substation busbars. At the moment of switching, the busbars 
temporarily acts as antennae radiating transient 
electromagnetic fields within the substations.  The radiated 
fields may interfere and disrupt normal operations of 
electronic equipment used within the substation for 
measurement, control and communication purposes. Hence 
there is the need to fully characterise the substation 
electromagnetic environment as early as the design stage of 
substation planning and operation to ensure safe operations of 
the electronic equipment. This paper deals with the 
computation of transient electromagnetic fields due to 
switching within a high voltage air-insulated substation (AIS) 
using the finite difference time domain (FDTD) method 

1 Introduction 

Substation emissions can be characterised by measurements 
or computations. Measurements involve complex and 
expensive equipments. The alternative is to develop models to 
predict the emissions. Substation models can be developed to 
aid in understanding the measurements and to provide means 
for estimating electromagnetic interference levels beyond 
measurement limitations [3]. Once the models have been 
demonstrated to be robust and accurate they have the 
potential to greatly simplify the analysis process. 
Initially, the emphases of the transient field analysis are 
mainly focused on control rooms within the substations. Also, 
the equipments are mainly electromechanical in design and 
construction, thus not seriously affected by electromagnetic 
emissions. However, equipment used in the substations has 
greatly changed today. Moreover and most importantly some 
new electronics equipments that have been introduced into the 
substation are not necessarily housed in the control rooms 
anymore; they may be located close to the switching devices. 
This is referred to as “distributed electronics” in the 
switchyards [2]. For the successful introduction and operation 
of this new equipment into the substations, they must be 
immune to the disturbance in this harsh environment. There is 
therefore the need to consider the electromagnetic 
compatibility of such equipment in this environment. 

The FDTD method can be used to simulate the above scenario 
and predict the electromagnetic fields effectively. For the 
computation of the transient fields in a substation, the 
transient current propagating along the bus-bars is needed. 
Instead of using the actual bus currents, a damped sinusoidal 
current and a differentiated Gaussian pulse which are good 
representations for transient currents in substations have been 
used to calculate the radiated fields in this research. Once the 
capability of the method for the field calculation is 
established using the assumed current, the next level in the 
research is to consider the development of a suitable method 
to compute the actual transient current on the bus-bars. The 
calculation of the transient current will include the physics of 
the switching elements. The current thus obtained can be used 
to calculate the transient fields, thus predicting the 
electromagnetic emissions due to switching operations in the 
switchyard. First the results obtained with FDTD code for a 
simple electromagnetic field transient model will be 
compared with analytical method in a similar environment to 
demonstrate the capability of the method. Secondly, 
simulation results for a section of  high voltage substation will 
be presented.  
 
2 Computation of transient fields 

(a) Analytical method 
The computation of transient electromagnetic fields in 
substations is effectively a two step procedure [4]; (i) 
calculation of the transient currents on the conductors due to 
switching and (ii) calculation of the resulting radiated fields 
in the vicinity of the conductors due to the travelling current. 
The electromagnetic fields can be calculated by analytical or 
numerical methods.  
The analytical or the hertzian dipole [6] method assumes the 
conductor to be of cylindrical shape. The radius is assumed to 
be small in comparison with the minimum wavelength of the 
transient current so that it can be regarded as a filament. With 
reference to fig.1 below ,assuming the line is of length  lying 
along the  axis,   is the coordinate of point of 
observation, the transient fields can be calculated as 
follows[7]. 
With the orientation of the conductor as above, the  and  
component of the magnetic vector potential  can be 
neglected.  and  are computed using . 
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Fig. 1: Vertical filament of line 

 
For example   and  are given by: 

 
 

 
 

       
 

 
: Current at the lower end of the conductor 
: Current at the upper end of the conductor 

: Distance from the lower end of the conductor which is 
also the origin to the observation point  

: Distance from the upper end of the conductor to the 
observation point  

 : Speed of light in vacuum 
 : Current at the time [ ] and at the 

position  on the line 
 : Current at the time [ ] and at the 

position  on the line 
: Distance from an arbitrary point  on the conductor to 

the observation point  
 : The length of the conductor 

From the equations above it can be seen that the fields are 
functions of the currents at the ends of the conductor. 
The model considered is that of fig.1, a single conductor, 30m 
long, vertically oriented as shown. The travelling current 
wave assumed is of the form 

 
 With 

 A. 

 
 

 MHz              

With this current, equations (3) and (4) can be solved by the 
following approximation: 
 

 
 

 
 

 
 

 
 

 
 

       
 
Equation(1) can be solved by substituting equations (5) and 
(6). The ground is assumed to have constant constitutive 
parameters that are frequency-independent and considered to 
have relative permittivity and permeability of one. This model 
will be simulated using both the analytical and FDTD 
methods to validate the developed method. 
 

(b) FDTD Method 
 
The FDTD method is a numerical technique which models 
transient electromagnetic signal scattering or radiation from 
objects of arbitrary shapes. The method relies on solving 
Maxwell’s time domain curl equations (7-8) in discrete space 
and time, where all derivatives are approximated by a central 
difference equation (9-10). 

 

   

  

    

The computational region of interest  is divided into cells with 
the corresponding electric and magnetic fields being located 
on the edges and the faces. It may be assumed that all fields in 
the entire solution region are initially zero.  The scattering or 
radiating objects of interest are defined by specifying the 
dielectric and magnetic material parameters at the electric and 
magnetic fields’ locations in the FDTD environment. The 
computational region must be large enough to enclose the 
objects to be analyzed. Also, suitable boundary conditions on 
the artificial boundary must be imposed to absorb outgoing 
waves to simulate the extension of the computational region 
to infinity [1]. Finally, to ensure the stability of the finite-
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difference scheme, the time increment  must satisfy the 
Courant condition [1], 

  

 is the maximum phase velocity in the model;  and 
 are the permeability and permittivity of the medium 

respectively. ,  and  are the spatial increments in the  
 ,  and  directions respectively. 

Equations (7-8) can be solved using the approximation in (9-
10), for example      and    components of the field 
vectors can be obtained as: 
 

 
 

 
 

 
 

 
 

  
 
To model the structure in fig.1, the spatial increments are set 
as    and the discrete time step was set 
at  of the courant condition giving . 
The perfectly matched layer (PML) absorbing boundary 
condition [5] is applied to the artificial boundaries to absorb 
outgoing waves. The method of thin wire representation 
proposed by Noda [8] was adopted in this paper to model the 
conductor. The wire radius was set to be 0.025 meters.    
                        

(c) Simulation and results 
 
Having specified all the parameters, the model in fig.1 was set 
up in the FDTD space and simulated. The current is applied at 
the lower end of the wire as shown. The transient field 
calculation assumes matching at both ends. Fig. 2 shows the y 
component of the magnetic fields at a point 10m from the 
centre of the conductor computed by the FDTD as well as the 
analytical methods.  
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Fig. 2:   component of electric field at a point 10m from the 
centre of 30m long antenna produced by damped sinusoidal wave 

Comparing the above result it can be seen that there is a good 
agreement between the two methods. The difference has been 
that absorptions at the boundaries are not perfect. 
 
3 Modelling a section of high voltage air- 

insulated (AIS) substation 
High voltage bus-bars in a substation can be modelled by 
simply specifying their constitutive parameters within the 
FDTD grid if the length, radius and position above ground are 
known. The source location representing the current due to 
switching can then be specified. To model a complete high 
voltage substation for transient fields simulation using FDTD 
method however requires specification of all materials with 
their respective constitutive properties within the 
computational grid, including joints and bends. Hence as the 
complexity of the substation increases the programming and 
computation resources also increase. This may even require a 
mesh generation algorithm to be employed. For the meantime 
a simple substation model is considered here for simulation. 
Typical bus lengths are 20m to 80m long and located 5m to 
10m above ground.  

                      
Fig. 3: Simple typical bus section in high voltage substation model 

 
Thus a typical bus section in a substation consisting of three 
parallel bus-bars; 50 meters long located 11 meters above 
ground as shown in fig.3.was considered. 
 
Two different ground conditions are considered for this 
simulation: imperfect ground and a perfectly conducting 
ground, the conductor radius assumed is 0.05m in both cases. 
The imperfect ground properties are chosen as follows: 
relative permittivity of 10, conductivity of 0.01S/m and 
relative permeability of unity. In both cases a differentiated 
Gaussian current pulse was used.  
The equation of the pulse is: 
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A, the peak magnitude of the current 

 
 
The pulse was applied at 10m from one end of the middle 
conductor as shown fig. 3 and travels in positive z directions 
thus simulating a typical bus section acting as antenna. 
 
The peak magnitude of the current was chosen as 1000A to 
emulate a typical high voltage bus current transient due to 
switching. The spatial increments are chosen as 

 and at  of the Courant criteria 
gives .The computational domain was set 
as  cells. The perfectly matched layer 
absorbing boundary condition was applied as before. 
Figures 4 and 5 show the  and  components of the 
electric fields at two locations within the substation: points A 
2m below the bus conductors (9m above the ground) and B 
10m below the bus conductors (1m above the ground) 
respectively for imperfect ground conditions. Comparison of 
these figures reveals that for imperfect ground conditions, 
electric fields are higher at points close to the switching 
equipment as expected. It can also be seen that 10m below the 
bus conductors,  fields have reduced by a factor of 0.07 and 

by a factor of 0.02. is negligible in both cases.  
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Fig. 4: Electric at point A for imperfect ground conditions 
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Fig. 5: Electric field at point B for imperfect ground conditions 
 
Fig. 6 shows the electric field components at point B, 10 
meters below the bus conductors for perfect ground 
conditions. Examination of the fig. 7 and fig. 8 shows that at 
points close to the ground the electric fields are higher with   
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Fig. 6: Electric fields at point B for perfect ground conditions 

 
perfect ground than with true ground conditions. Thus perfect 
ground enhances the fields due to higher reflections as 
expected.  

4 Conclusion 
The results presented indicate that within the limit of 
computer resources, the FDTD method can be used to model 
and simulate bus-bar structures in high voltage air-insulated 
substation to predict electromagnetic emissions. The ability of 
the code to model   the effect of imperfect ground conditions 
has also been presented. Although the model used to test the 
ability of the developed code is a section of a substation, it 
has been demonstrated that with additional resources, it 
would be possible to model a complete high voltage air-
insulated substation and predict transient electromagnetic 
fields emissions. 
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Abstract 

Accurately locating insulation defects of high voltage 
equipment is valuable for maintenance and repair purposes. A 
triangulation method is used based on arrival times of signal 
outputs from four UHF sensors installed at different positions 
on the tank. In this work, an improved technique for 
accurately determining arrival times obtained from the ultra 
high frequency (UHF) technique is investigated. Determining 
arrival times accurately depends on waveform characteristic, 
which is influenced by three factors, i.e., shape of the PD 
current pulse, internal propagation path, and background 
noise. Two methods (i.e., knee point of cumulative energy 
curve and threshold-crossing of signal power waveform) have 
been applied with reasonable success for partial discharge 
(PD) location. The first method deals with signal and 
background noise energies, while the second method deals 
with signal and noise powers. The improved technique 
combines cumulative energies, background noise energies 
and threshold crossing. It considers the relative increase in 
energy between successive samples of the digitised signal. 
The result from this method is more promising than ones from 
the others and may be suitable for an automated system. 
Moreover, this method has a potential for applying to other 
PD detection systems that detect transient signals such as 
acoustic system.   

1 Introduction 

High voltage equipment is always distributed among any 
parts of power systems. For example, power transformers and 
high voltage cables can be commonly found in substations. 
They are very important for energy transferred. If only one 
component has a failure, both utilities and their customers can 
encounter major problems such as outages, high-cost 
maintenance and repair.  
 
One measure of maintenance procedures, which is to prevent 
the eventual breakdown of high voltage equipment, is the PD 
measurement.  PD can be a warning sign of insulation defects, 
which might lead to final breakdown of the equipment. Many 
PD detection systems have now been implemented in 
practical fields such as UHF, acoustic, electrical methods, etc. 
In addition, analysis techniques are available such as a 

triangulation method for locating insulation defects, wavelet 
transform for signal de-noising, phase resolved measurement, 
etc. 
 
In this work, determining the onset of PD signal, called the 
arrival time (T), is investigated because insulation defect 
positions are located based on arrival times of signal outputs 
from four UHF sensors installed at different positions on the 
tank. Determining arrival times accurately depends on 
waveform characteristics, which are influenced by three key 
factors, i.e., shape of the PD current pulse, internal 
propagation path, and background noise. Two methods are 
now available for determining arrival times of PD signals 
obtained from the UHF detection, which are a knee point of 
cumulative energy curve and a threshold crossing of signal 
power waveform [1]-[2]. The first method deals with signal 
and background noise energies and arrival times are judged 
by the observation. The second method deals with signal and 
noise powers and arrival times are determined by certain 
amount of the signal power waveform such as 2 %, which is 
selected based on practical experiences. 
 
Although these two methods provide reasonable successes, 
they are ambiguous in that how knee point can be determined 
and what power percentage should be selected, for the first 
and second methods respectively. Therefore, an improved 
technique is introduced, which combines cumulative energies, 
background noise energies and threshold crossing. It 
considers the relative increase in energy between successive 
samples of the digitised signal. By using four sets of signals 
obtained from pulse injection tests for a power transformer, 
the results (arrival times) from the improved technique are 
more promising than ones from the others. This could be 
highly beneficial to accurately determining insulation defect 
locations in high voltage equipment.      

2 Pulse injection tests for PD location    

A typical UHF monitoring system for PD locations is 
composed of at least three UHF sensors installed on the tank 
in different positions as seen one example in Figure 1 [2].  
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Figure 1 UHF sensors installation at the top of an 18 MVA 
single phase transformer.   

 
In this work, signals to be analysed were obtained from pulse 
injection tests on a 252 power transformer (5.9x2.7x4.0 m.), 
which a PD source position was known. Experimental set up 
was made up of four UHF sensors (S1, S2, S3, and S4) 
installed and a digital oscilloscope, a sampling rate of 5 GS/s. 
Table 1 illustrates positions of four UHF sensors in 3D 
Cartesian system. Figure 2 also illustrates UHF waveforms, 
where a 100V impulse was injected into S4 and no amplifiers 
were used on the detected UHF signals.   
 

Items Coordinate x,y,z (m) 
S1 5.9,1.9,0.5 
S2 5.8,0.0,3.5 
S3 0.0,0.2,3.6 
S4 2.8,2.6,3.5 

Table 1 Coordinates of UHF sensors. 
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Figure 2 UHF waveforms obtained from the pulse injection 
test, the impulse injected into S4. 

An advanced mathematical model [2] was created from 
internal components of the power transformer, such as main 
components inside the tank (i.e., windings, cores, yokes), 
material properties, coordinates of sensor and PD source 
positions, and combined with a theory of electrometric wave. 
It was used to simulate and determine time differences (ΔTij) 
between three pairs of signal outputs, such as ΔT12, ΔT23, 
ΔT31 for signals displayed in Figure 2.  
 

Time differences obtained from this model provide high 
accuracy enough to be references because they are calculated 
based on propagation theory for one known source location. 
Based on the mathematical model described above, three 
internal propagation paths, when the impulse was injected 
into S4 while S1, S2 and S3 captured radiated signals, can be 
demonstrated in Figure 3. In addition, all time differences are 
shown in Table 2.          
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Figure 3 Internal propagation paths when the impulse was 
injected into S4. 

 
Impulse injected into Time differences ΔTij (ns) 

 ΔT12 ΔT23 ΔT31 
S4 1.5 1.7 -3.2 

 ΔT12 ΔT24 ΔT41 
S3 7.3 10.3 -17.6 

 ΔT13 ΔT34 ΔT41 
S2 -11.3 8.6 2.7 

 ΔT23 ΔT34 ΔT42 
S1 -18.6 14.4 4.2 

Table 2 Time differences when the impulse was injected into 
each of the four sensors.  

3 Factors affect measured PD waveform 

To locate insulation defects using the triangulation method, it 
is necessary to accurately determine the arrival times of the 
signals at two or more sensors and calculate time differences 
between them for determining defect positions. Accurately 
determining the arrival time depends on the PD waveform, 
which is influenced by various factors, i.e., shape of the PD 
current pulse, internal propagation path, background noise, 
measurement bandwidth, and sensor response time [3]. They 
can cause some difficulties for determining the exact arrival 
times.  Only the first three factors are considered in this work 
because the last two can be controlled by the measurement 
system.  
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(i) Shape of the PD current pulse 
Rise time of the PD current pulse has the significance on the 
radiated electric field, which is proportional to the rate of 
change of current. When the rise time is slow, this will make 
a difficulty to determine the arrival time. 
 
(ii) Internal propagation path 
The radiated electric field is distorted when travels along a 
tank because of material properties installed inside the tank 
such as insulators, windings, iron cores, etc. This tends to 
disperse the wavefront of the measured PD signal. 
 
 (iii) Background noise 
This factor occurs because noise can contribute into the 
system such as communication noise interference, operation 
of switching devices, etc.  

4 Improved technique for locating insulation 
defects  

Presently, two methods for determining arrival times are (i) 
knee point of cumulative energy curve and (ii) threshold-
crossing of signal power waveform. Both provide reasonable 
success in many practical applications 
 
An improved technique for accurately determining arrival 
times will now be described. It combines cumulative and 
background noise energies. The concept is composed of two 
main equations. The first equation is defined as: 
 

2
1 iii V

R
tee ⋅

Δ
+= −  (1) 

where the initial energy level e0 is set to zero, 
  ei =  the energy accumulated up to the i-th sample 
 Vi = sampled UHF voltage waveform at i-th sample 
 Δt = 1/sampling rate 
 R = input impedance of the measurement system (50Ω) 
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Where  
 RiEj = relative increase in energy between successive 

samples of the digitised signal 
 j  starts from τ, where τ is time delay (e.g. 10% of 

sample number N, therefore τ = 0.1N ) 
 
j starts from τN because ei values at the beginning of the PD 
waveform are very small, causing numerical instability. 
Therefore, to avoid the uncertainty of this kind of behaviour, 
equation (2) would start calculating after a certain time delay.   

 
By using equation (1) and (2), it is easy to identify time 
interval containing the arrival time. The arrival time is the 
point when the first obvious peak from RiEj appears.  
 

5 Results and discussion  

After applying equation (1) and (2), ei and RiEj of each signal 
can be displayed as one set shown in Figure 4. This figure 
shows RiEj(solid lines) and ei(dotted lines) resulted from one 
set that the impulse was injected into S4. Three arrival times 
can be sorted out based on the first obvious peaks of each 
sensor output, which are 95.8,95.4 and 94.0ns, for S1, S2 and 
S3, respectively. The results yielded so far are based on a 
clear arrival time interval. Compared with knee points of 
cumulative energy curves, the arrival times located from the 
improved technique can be easily seen.   
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Figure 4 Arrival times determined by RiEj(solid lines) and 
cumulative energy curves (ei) are dotted lines, the impulse 
injected into S4.  

 
Locating PD sources in power transformers by using the 
triangulation method is ideally based on arrival times of four 
UHF sensors installed at the different position in the tank. 
Therefore, in order to evaluate the ability of the improved 
technique, time differences obtained from the two-percent 
threshold crossing (2% TH) of signal power waveforms were 
used to compare based on time differences shown in Table 2, 
which were used as references. Table 3 illustrates time 
differences obtained from the reference, improved, and 2% 
threshold crossing methods. Table 4 summarises error 
comparisons.  
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Impulse injected at Time differences ΔTij (ns) 
  ΔT12 ΔT23 ΔT31 
 Reference 1.5 1.7 -3.2 

S4 Improved 0.4 1.4 -1.8 
 2% TH -1.0 -1.0 2.0 
  ΔT12 ΔT24 ΔT41 
 Reference 7.3 10.3 -17.6 

S3 Improved 6.2 10.8 -17.0 
 2% TH 16.8 7.2 -24.0 
  ΔT13 ΔT34 ΔT41 
 Reference -11.3 8.6 2.7 

S2 Improved -9.2 7.2 2.0 
 2% TH -11.2 6.2 5.0 
  ΔT23 ΔT34 ΔT42 
 Reference -18.6 14.4 4.2 

S1 Improved -19.6 14.8 4.8 
 2% TH -27.2 24.8 2.4 

Table 3 Time differences calculated from 3 methods    

 
Impulse injected at Error (ns) +Mean(ns) 
  ΔT12 ΔT23 ΔT31  

S4 Improved 1.1 0.3 -1.4 0.9 
 2% TH 2.5 2.7 -5.2 3.5 
  ΔT12 ΔT24 ΔT41  

S3 Improved 1.1 -0.5 -0.6 0.7 
 2% TH -9.5 3.1 6.4 6.3 
  ΔT13 ΔT34 ΔT41  

S2 Improved -2.1 1.4 0.7 1.4 
 2% TH -0.1 2.4 -2.3 1.6 
  ΔT23 ΔT34 ΔT42  

S1 Improved 1.0 -0.4 -0.6 0.7 
 2% TH 8.6 -10.4 1.8 6.9 

Average mean error of Improved (ns) 0.93 
Average mean error of 2% TH (ns) 4.58 

Table 4 Error comparisons 

 
Results show that all values of mean error obtained from the 
improved technique are less than ones obtained from the two-
percent threshold crossing method. The average value of 
mean error from the improved method is less than one from 
the threshold method significantly, which are 0.93 and 4.58 
ns, respectively. These can trace back to mean error of 
distances for PD location, that is, 0.19 and 0.92 m, for the 
improved and threshold crossing methods, respectively.  
These are based on a propagation velocity of 2x108ms-1 for 
UHF signals in transformer oil.   

6 Conclusions and future work  

The improved concept for determining arrival times 
accurately, which affects PD locations in high voltage 
equipments, is introduced and investigated using four sets of 
signals obtained from pulse injection tests on a full-scale 
power transformer. Although these promising results were 
based on a single experiment, its ability for accurately 

determining the arrival times seems better than the two-
percent threshold crossing method, which has been normally 
applied to practical applications and provides reasonable 
success. The improved technique could also apply windowing 
and thresholding for automated systems of UHF PD locations.    
 
Moreover, by using the improved technique, it could be 
beneficial to time offset compensation when a large quantity 
of PD signals is measured, before these signals will be 
analysed by traditional methods such as phase resolved 
measurement, etc. In addition, not only the improved 
technique can apply for determining the arrival times of UHF 
PD signals, but may also be useful for other PD detection 
systems that detect transient signals such as acoustic.   
     
Future work will focus on three possibilities, which are (i) the 
validity of the improved technique based on both 
experimental and high voltage practical tests, (ii) the 
development of automated system for determining arrival 
times, and (iii) time offset compensation. 
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Abstract 

The rheological behaviour of a range of systems containing 
various levels of MMT have been studied to produce 
materials with different shear histories and different degrees 
of MMT dispersion and to explore rheological response as a 
practical means of determining the dispersion state of a 
nanofiller in a liquid. This would have great practical utility 
as a quality control device in, for example, the production of 
epoxy-based nanodielectrics. The AC ramp electrical 
breakdown strength and dielectric response of the resulting 
samples were analysed. This paper investigates the effect of 
MMT loading and shear history on structural evolution, 
dielectric response and breakdown beahaviour in PEO. 

1 Introduction 

The topic of nanodielectrics is one that has grown enormously 
in importance since Lewis first introduced the concept of a 
nanodielectric in 1994. In the modern day, nanodielectrics are 
still very much of interest in both research and industry. In 
such composite systems, properties are strongly influenced by 
the dispersion of the nanophase within the matrix, and 
therefore it is imperative that reliable methods are available 
for the cost-effective determination of the dispersion state of 
the nanofiller in the host polymeric matrix. 
 
Polyethylene oxide (PEO) is a water-soluble polymer that is 
technologically used as an electrolyte solvent in lithium 
polymer cells, but is more widely used as a model system to 
observe filler effects. This paper details an investigation into 
the dispersion, rheology and electrical properties of 
polyethylene oxide / montmorillonite composites.  Three 
different molecular weight PEOs were used - 100,000 g mol-1, 
400,000 g mol-1 and 1,000,000 g mol-1, and aluminium 
pillared montmorillonite (MMT) was chosen as the filler. 
This non-functionalised MMT is a polar material and is 
therefore relatively compatible with aqueous systems. 
 
With the general properties of polyethylene being far superior 
to those of poly(ethylene oxide) it possibly seems an odd 
choice to perform these experiments on a PEO system. 
However when creating a polyethylene-MMT composite, due 

to its hydrophobic properties, requires a compatibiliser, as 
shown in Figure 1 below. Our aim to create a system with the 
maximum possible dispersion state would be far easier and 
less complicated without a compatibiliser. By using PEO and 
MMT, which are hydrophobic, no compatibiliser is needed 
and a high level of dispersion should be achieveable. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 1: PE-MMT requires a compatibiliser to disperse into 
an exfoliated structure, unlike PEO-MMT. [2] 

2 Experimental 

The main aim of rheometry is to characterise fluid or solid 
properties when dealing with a system containing a number of 
components. However it has also been known to aid in 
mixing as well as providing the afore-mentioned data [4,5]. 
The rheometer used here was a RHEOLAB MC1 Paar 
Physica. The PEO was supplied by Sigma-Aldrich, as was the 
MMT, both in granular form. Samples were mixed in glass 
flasks with 20 ml of distilled water added. PEO was added by 
a weight-weight ratio in accordance with Table 1. For some 
samples, MMT was then weighed and added in a weight-
weight ratio relative to the PEO present. Initial hand mixing 
provided basic dispersion.  
 

Initial layered silicate with 
small cations in the 
interlayer galleries 

Substitution by large ionic 
compatibilizer molecules results 

in gallery expansion  

Diffusion of polymer molecules 
into galleries gives a layered, 

intercalated structure. 

Disaggregation of layers leads 
to an exfoliated structure which, 

in the extreme, is made up of 
individual, isolated layers  
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For higher molecular weight solutions a longer mixing time 
was required before the solution was visually dispersed. To 
counter any water lost through evaporation, the flask’s total 
weight was recorded and checked, with addition of distilled 
water when necessary.  

 
 

Sample 
Name 

 

Molecular 
Weight PEO 

/ g mol-1 

 

X% PEO to 
DW 

 

 

% MMT Filler 
to PEO and 

Weight 
 

100k “X” pc 
400k “X” pc 
1M “X” pc 

 

100,000 
400,000 

1,000,000 

 

1% 
2% 
5% 
10% 

 

0.2g 
0.4g 
1.0g 
2.0g 

- 

 

A “X” 5 
B “X” 5 
C “X” 5 

 

 

100,000 
400,000 

1,000,000 

 

1% 
2% 
5% 
10% 

 

0.2g 
0.4g 
1.0g 
2.0g 

 

5% 
 
 

 

0.01g 
0.02g 
0.05g 
0.1g 

 

A “X” 10 
B “X” 10 
C “X” 10 

 

100,000 
400,000 

1,000,000 

 

1% 
2% 
5% 
10% 

 

0.2g 
0.4g 
1.0g 
2.0g 

 

10% 
 
 

 

0.02g 
0.04g 
0.1g 
0.2g 

 
Table 1: Samples generated and tested 
 
In addition to providing rheological data, the rheometer 
should help to break up any agglomeration within the solution 
and provide good dispersion of the final system. The 
rheometer used in this investigation is based on a spinning 
cylinder and a rheometer cup, designed to measure the torque 
acting on the cylinder as a result of the viscosity of the 
solution in the cup. The solution is poured into the cup around 
the centre pillar, then the cylinder is lowered into the mixture 
and the complete assembly is attached to the rheometer prior 
to testing. The Physica Rheologic RS 100 software package 
was used and allows for instrument control, data collection 
and analysis. 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2 : Diagram of Rheolab Paar Physica cup-bob 
rheometer 

 
A four process system was defined to provide data on each 
sample; initial hand mixing followed by the three processes 
outlined in Figure 3. Process 0 - hand mixing. Process 1 - 
shear stress as a linear ramp rate, 30 points taken from 0.1-60 
Pa. Process 2 - shear stress held at a constant 60 Pa, 30 points 
recorded. Process 3 - shear stress as a linear ramp rate, 30 
points taken from 60-0.1 Pa. Samples were tested three times 
each, subsequently providing 3 ramp up, ramp down and 
holding data sets. 

 
 
 
 
 
 
 
 
 
 
 
Figure 3 : After hand mixing, each run is comprised of the 
above three processes 
 
Process one provides rheological characterisation of the initial 
dispersed system. Process two then holds the system at a 
fixed shear stress and should achieve further dispersion 
followed by a ramp down as process three. If any additional 
dispersion has been achieved by the rheometer it should be 
apparent during process three.    
 
For AC breakdown strength tests, thin air-free discs were 
required, therefore all samples were de-gassed in a vacuum 
oven held at 80 0C. This process worked well for the 
1,000,000 g mol-1 and 400,000 g mol-1 PEO systems, the 
100,000 g mol-1 samples appeared to undergo a thermal aging 
process before the air was successfully removed. The 
behaviour of this aged PEO will be reported elsewhere. A 
Grazeby Spec-ac press was then used to press samples to a 
thickness of around 100 μm. For most polymers this process 
simply involves melting the sample within a press, pressing 
the sample to the desired thickness, followed by quenching 
the sample in cold water. However the solubility of PEO 
meant that this quenching method could not be used. Instead, 
quenching was achieved using a separate chilled press that the 
sample was placed into straight from the hot press. After 
initial tests this proved quite effective. 
 
8-12 discs were produced for each sample, with 5 breakdown 
sites designated for each, providing a healthy population for 
analysis. In the test cell silicone oil was used to cover the 
sample and lower electrode. The two electrodes were 6.3 mm 
steel ball bearings and were changed after every other sample. 
The equipment was calibrated to ensure the AC ramp rate was 
linear. A 2 parameter weibull equation with likelihood 
confidence bounds was used to analyse the data.  
 
For dielectric spectroscopy tests thicker discs were produced, 
using the same method as above, of around 400 μm. These 
samples were gold coated to provide a better contact for the 
electrodes using a gold sputter coater. Both sides of the 
samples were coated, leaving a ring of uncoated sample at the 
edge to avoid pure conduction across the electrodes. The data 
obtained was used to generate graphs of relative real 
permittivity and loss tan delta against frequency. Cole-Cole 
plots were also generated. For permittivity values a 
background scan was subtracted from the raw data to remove 
any contributions from the cables or the measurement cell 
itself.  
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3 Results 

Data collected show expected shear rate-shear stress curves. 
Lower percentages of PEO to distilled water start by showing 
a linear dependence, before shear thinning occurs. However, 
data from the lowest percentage solutions have emphasised 
the limitations of the rheometry system. Guidelines for the 
Rheolab equipment state that the maximum shear rate for 
high accuracy data is around 4000 s-1, while the data collected 
here suggests the limitation is around 5000 s-1 before data 
collection fails. The reliability of data between 4000 s-1 and 
5000 s-1 may therefore not be as high. Guidelines for the 
Rheolab apparatus express an accuracy of 1% maximum 
values with shear rates between 1 and 4000 s-1 and shear 
stresses equally accurate at 0-67 Pa. For accuracy, samples 
with large portions of the data falling outside the 
recommended region were discounted (A15/A25/A110/A210/ 
B110). 
 
After the first set of three processes described previously, 
plotting shear stress against shear rate demonstrated the 
repeatability of the data. Sequential testing, with and without 
delays, suggested good precision with majority of variations 
not exceeding 5%. This repeatability suggests that any history 
effects that may alter the rheometry data are either very small 
or only take effect after excessive previous testing. 
Nevertheless, on the first experiment for each set of data the 
ramp up and ramp down did not overlap. Ramp down shear 
stress values were around 8% higher than ramp up values. 
Similar effects have previously been reported by Daga et al. 
[1] when testing laponite filled PEO solutions and they 
deemed the variation to be due to shear re-dispersion. For this 
investigation the variation only occurs in the first set of data 
and is thus not assumed to be repeating re-arrangement, but 
instead, a single re-distribution with the achievement of 
further dispersion during processes one and two leading to a 
maximum level of dispersion for following tests. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4 : Example of shear stress – shear rate curve with 
achievement of further dispersion after rheology 
 

Several models were fitted to the shear rate- shear stress data 
obtained, the Ostwald-de Waele model (equation 1) and a 
simple 3 parameter hyperbolic (equation 2).  
 

 (1) 

 
Here, τ represents shear stress, γ represents shear rate, K is a 
parameter related to viscosity (larger K represents higher 
viscosity) and no is a parameter defining the measure of 
distortion from a Newtonian fluid. Although previous work 
by Lewandowska [3] showed that data on polyacrylamide 
followed the power law, results from this investigation, along 
with calculated residuals, showed the Ostwald-de Waele 
equation to be a poor fit to data.  
 

                              (2) 
 
 
The above 3 parameter hyperbolic function provided a much 
better fit for all samples, as shown in Figure 5, with much 
smaller residuals. This function was therefore differentiated to 
calculate viscosity data for samples  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 5 : The 3 parameter hyperbolic provided a very good 
fit to data 
 
Comparing calculated viscosity data with increasing MMT 
loading showed little to no apparent change. The MMT is 
therefore deemed to be dispersed enough to not affect the 
mobility within the system.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 6 : Comparing samples with 0%, 5% and 10% MMT 
loading showed little effect on the viscosity 
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The increasing viscosity with molecular weight is as 
expected; work by Lewandowska [3] suggested that as 
molecular weight is increased, an increased entanglement of 
chains leads to a higher viscosity and a broadening of the 
shear thinning region. With no apparent effect on flow 
properties, addition of MMT may still affect the electrical 
properties of the composite. A Reliasoft Weibull program was 
used and the beta value for all samples was higher than 10. 
Comparison of filled and unfilled samples again showed little 
to no change. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 7 : Little change was observed with addition of MMT 
to either 1,000,000 g mol-1(left) or 400,000 g mol-1 (right) 
 
Despite observing no MMT effect in the breakdown data, it 
was hopeful that the MMT would perhaps affect the disc 
electrically as a whole, more than at specific points. The 
dielectric spectroscopy data showed a huge difference with 
addition of MMT. Figure 8 shows that the MMT has caused a 
shift in relaxations or possibly addition of a further relaxation. 
Also the inset shows a huge increase in real relative 
permittivity at low frequencies. 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 8 : Addition of MMT causes large changes in the 
dielectric properties when compared to unfilled samples 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 9 : Cole-Cole plots for unfilled samples (left) and 
MMT filled samples (right) 
 
From the above Cole-Cole plots it is possibly suggested that 
the unfilled samples display a single relaxation followed by 
conduction. Whereas the MMT samples display two 
relaxations followed by conduction. However, the MMT 
could be shifting a relaxation rather than generating a new 
one. To confirm this more data and analysis are needed. 

4 Conclusions 

Rheology has been shown as an acceptable method for 
analysis of dispersion and is also seen to improve the 
dispersion within the system. Addition of MMT is seen to 
cause little change to physical flow or AC breakdown 
properties. This corresponds with work by Vaughan et al. [4] 
into the breakdown strength of PE-MMT samples with regard 
to dispersion. They found that poor dispersion caused a severe 
decrease in breakdown strength, while good dispersion caused 
almost no decrease. This suggests that in our PEO-MMT 
system, good dispersion has been achieved. Dielectrically 
however, a huge response was observed with addition of 
MMT causing either, addition of a relaxation process, or a 
shift to the relaxations present. 
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Abstract 

This paper explores the effectiveness of the Finite Difference 
Time Domain (FDTD) numerical modelling technique as a 
tool to aid in the design and optimisation of ultra high 
frequency (UHF) partial discharge (PD) couplers. The 
responses of two common UHF sensors – a monopole and a 
planar logarithmic spiral – to a step electric field have been 
obtained both empirically, using a gigahertz transverse 
electromagnetic test cell, and through software modelling by 
means of the FDTD technique. Results indicate that FDTD 
modelling can achieve sufficiently accurate prediction of 
UHF partial discharge sensor response provided specific 
environmental electromagnetic conditions are met and the 
model geometry is an acceptable trade-off between accuracy 
and simulation time. 

1 Introduction 

PD measurement is a well established condition monitoring 
technique used to detect incipient defects on strategically 
important electrical distribution plant such as power 
transformers and gas insulated substations (GIS). The UHF 
PD measurement technique has gained increasing popularity 
in recent decades due to its high sensitivity, noise immunity 
and the ability to install on-line monitoring systems to in-
service plant. Much research has been carried out into the 
UHF technique over the past 25 years [1-7]. One of the key 
aspects of this research involves the design of UHF couplers, 
or antennas, to measure the radiated electromagnetic pulse 
emanating from the discharge site.  
 
Although conventional antenna design theory can be viewed 
as a good starting point, it is not generally applicable to the 
design of UHF PD sensors.  Due to the presence of 
conducting metalwork in the near field region, any derived or 
expected far field quantities and radiation patterns are subject 
to severe distortion and attenuation, greatly reducing 
confidence in the design. Hence, optimisation of UHF sensors 
is often a lengthy process involving empirical measurements 
and extensive refinement of design parameters. 

This paper explores whether a software-based approach to 
UHF coupler optimisation at the design stage could provide a 
realistic prediction of coupler behaviour, streamlining the 
overall design process by reducing the need for physical 
construction and testing. 
 
1.1 GTEM Calibration Cell 

The frequency response of a UHF coupler can be obtained by 
swept-frequency methods, which can be cumbersome and 
costly at higher frequencies, or alternatively by using fast 
transient techniques. Transient calibration is achieved by 
injecting a step electric field, Fig. 1, into a tapered GigaHertz 
transverse electromagnetic (GTEM) cell onto which a UHF 
sensor is installed. The sensor’s response to the planar electric 
field can then be compared to that of a reference probe with a 
known frequency response. Further details of the transient 
calibration system developed at Strathclyde are given in [8, 
9]. UHF field conditions at the measurement point are 
designed to mimic those found at the tank wall in a 
transformer or GIS, the direction of travel of the TEM wave 
being orthogonal to the sensor’s central axis. 
 

 
 
 
 
 
 
 
 
 
 

Figure 1: Step electric field applied to the UHF couplers 
under test for both laboratory based calibration and FDTD 
simulations.  

1.2 FDTD Modelling 

This method was first proposed by K. Yee [10]. The phrase 
‘Finite Difference Time Domain’ and the acronym ‘FDTD’ 
were later coined by Taflove et al. [11]. The technique is 
based on decomposing a volume into a discrete grid of equal 
cells, or ‘voxels’, and solving Maxwell’s field equations for 
each cell. Maxwell’s equations show that the time derivative 

time (    ) 
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of the change in the E field is dependent on the change in the 
H field across space. The solutions to these are then computed 
in a discrete time step manner. For the work reported here, the 
commercial package SEMCAD X was used. 
 
To reduce simulation time, the model consists of a simple 500 
mm x 500 mm ground plane of thickness 1 mm on which the 
sensor model is constructed, with the planar electric field 
being provided by a rectangular 300 mm x 100 mm 
waveguide source, as shown in Fig. 2. A short 50 Ω coaxial 
transmission line is connected to the base of each sensor and 
the voltage waveform extracted using a 50 Ω lumped element 
at the end of the transmission line between the two 
conductors. The dimensions of the line were calculated using 
the following equation, which relates characteristic 
impedance to the radii of the inner and outer conductors 
 

a
bZ

r

log138
0 ε
=    (1) 

where εr is the relative permittivity of the dielectric (PTFE), b 
is the radius of the outer conductor and a is the radius of the 
inner conductor. The FDTD model attempts to replicate field 
conditions in the calibration GTEM cell. The field orientation 
and direction of the plane wave relative to the sensor are 
identical in both cases. While simplification of the calibration 
cell’s geometric structure reduces simulation time, it is noted 
that the use of an open waveguide source introduces finite 
dispersion of the electric field, affecting the model’s accuracy 
to some extent. This is, however, deemed an acceptable 
compromise at this stage. 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
Figure 2: Example of simulation geometry for cavity-backed 
planar spiral sensor. The sensor under test is situated on a 
ground plane and subjected to a step electric field (Fig. 1) 
produced by a rectangular waveguide source. 

2 Results 

2.1 Monopole 

The monopole is one of the simplest UHF sensors and also 
one of the most sensitive. However, a monopole is not used 
for PD detection in GIS since it effectively forms a sharp 
protrusion and may increase the likelihood of PD or 
breakdown in the system. Planar sensors are therefore 

favoured even though their sensitivity is usually lower. 
Monopole sensors are occasionally used on UHF transformer 
valve probe sensors as well as other systems, since it is 
possible to site the sensor in a low electric field region within 
the plant item. Introducing a dielectric sheath around the 
sensor will further reduce field concentration. 
 
Due to its simplicity, the frequency response of the monopole 
can be derived theoretically [12]. A monopole is therefore 
used as a reference probe on the GTEM calibration cell and 
was chosen for FDTD modelling in this case. The measured 
and simulated responses of the 25 mm probe are compared in 
Fig. 3. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 3: (a) Measured and (b) FDTD simulated response of a 
monopole antenna of length 25 mm and diameter 1.3 mm to a 
30 Vm-1 step electric field. 
 
Good agreement was found between the measured and 
simulated step responses in terms of amplitude. There is only 
15 mV discrepancy between the peak-to-peak output 
voltages; 60 mV in the FDTD model as compared with 45 
mV from the GTEM cell. Polarity differences are due to the 
orientation of the 50 Ω lumped element, representing the load 
in the simulation model. 

2.2 Planar Logarithmic Spiral 

Due to its stochastic nature, the exact frequency content of a 
given PD pulse is unknown. Therefore, to accurately measure 
UHF PD pulses it becomes necessary to use broadband 
sensors (bandwidth ratio of 2:1 or higher). The planar 
logarithmic spiral is a broadband antenna commonly installed 
on GIS. Since the sensor is flat, the risk of electric field 
enhancement is minimal.  
 
The spiral PCB design was imported into the model from the 
original CAD drawing. Fig. 4 compares the measured and 
simulated step responses at the sensor’s output. 
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Figure 4: (a) Measured and (b) simulated response of a planar 
logarithmic spiral antenna to a 30 Vm-1 step electric field. 
 
Simulation time in this case was around 2 hours. It can be 
seen that good agreement exists in the peak-peak amplitudes 
of the two signals (100 mV in both cases), although there is 
some variation in the shape of the waveform.  Due to the 
spiral’s complex structure, response time is slower than that 
of the simpler monopole. Fig. 5 shows a plot of the electric 
field in two dimensions at a point during the simulation.  
 
 

 
Figure 5: Electric field slice at 1 GHz during simulation of the 
spiral sensor. 

3 Discussion 

A fast response time is a desirable feature of any UHF sensor 
used for PD location by time-of-flight measurements. Given 
that the FDTD model did not predict the response time of the 
spiral as accurately as desired, it is recommended that caution 
be exercised when using the FDTD method to determine 
location accuracy for more geometrically complex sensor 
arrangements.  
 
Variation in the shape of the spiral sensor’s step response may 
be attributed to several factors. Firstly, FDTD techniques only 
allow the 3-dimensional geometric structure to be composed 
of rectangular voxels (finite volumetric regions). Modelling 

complex, non-linear structures such as the logarithmic spiral 
therefore introduces inaccuracies in the geometry that affect 
the model to a greater or lesser extent depending on the mesh 
density and consequently the computation time. Secondly, a 
number of simplifications have been applied to the model, as 
discussed previously. This open test configuration permits a 
finite radial dispersion of the electric field and will, to some 
extent, affect the accuracy of the simulation result. Thirdly, in 
the case of the spiral antenna, the step response is greatly 
dependent on its angular position; therefore slight differences 
in rotation angle can significantly affect the shape of the 
response. 

4 Conclusions 

To explore the effectiveness of FDTD modelling as a tool to 
aid in UHF coupler design, the responses of two common 
sensors – the monopole and the planar spiral – have been 
obtained both experimentally and through software 
modelling. Good agreement was found between the peak-to-
peak voltages in both cases, with the spiral sensor giving the 
most accurate results. The predicted response time of both 
sensors was judged satisfactory given the variability due to 
other factors such as sensor orientation, although it was noted 
that caution should be exercised when modelling 
geometrically complex sensor arrangements. 
 
Overall results indicate that FDTD methods can provide 
sufficiently accurate modelling of UHF PD sensors provided 
specific transformer-related electromagnetic conditions are 
met and the model geometry and mesh is sufficiently 
accurate. As an additional tool available in the design process, 
a software based approach at the initial design stage as 
demonstrated in this paper could provide insight as to the 
predicted behaviour of a coupler under realistic conditions, 
potentially reducing the time required for development of PD 
sensors for new applications. 
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Abstract 

Outlined in this paper is the concept of an Overhead Line 
Measuring System for use in a distribution network. In the 
proposed system, measuring units with the ability to measure 
voltage and current are placed strategically within the 
distribution network and its measurements are sent to a 
central monitoring centre via the principles of Power Line 
Communication. The applications of this system are discussed 
with particular emphasis on the potential of the system to 
facilitate fault location monitoring and power flow 
management. The major challenges facing the technology are 
also detailed.  

1 Introduction 

Power Line Communication (PLC) is a technique by which 
Radio Frequency (RF) signals are propagated over overhead 
lines primarily designed and used for power transfer. Though 
regarded as an established technology on transmission 
networks, use in Medium Voltage (MV) and Low Voltage 
(LV) networks has remained low and is typically restricted to 
commercial ventures relating to Broadband over Power Line 
(BPL) and ‘last mile’ technologies such as those promoted by 
the Home Plug Alliance. Recently, however, there has been 
renewed interest in the potential of the technology to help 
Distribution Network Operators (DNO) meet future 
requirements of sustained and/or improved customer service 
levels to the backdrop of increasing levels of Distributed 
Generation (DG) and the generally recognised need to move 
from a passive to an active distribution network. 
 
Recent work has investigated a concept based on an 
integrated system for the monitoring, protection and control 
of an 11 kV network by the use of contact-less sensors and 
communication through the power line conductors [1].  
Voltage and current is measured at various points throughout 
the network and processed locally within the measurement 
unit. A digital representation of the signals, along with a 
timestamp and a unique identification code, are then injected 
back into the conductor and transmitted to a monitoring 
centre and eventually the Utility’s main communication 
infrastructure (e.g., SCADA). It is envisaged that a 
unidirectional implementation of this system (i.e., data flow 
from measuring unit to monitoring centre only) could be used 
to obtain a voltage and current profile of the network in real 

or near to real time. Clearly, analysis of this data could 
elucidate the location of arbitrary faults to a high degree of 
accuracy. In addition to this, extension of the same system 
could provide an early warning system for imminent line to 
earth faults, as is common with lines passing close to trees. 
Bidirectional implementation opens up the possibility of two-
way communication, enabling a multitude of additional 
functions. Remote metering, real time network optimisation 
and active power flow management are three examples of 
applications with the potential to bring tangible benefits to 
DNOs, Generators, customers and the environment. 
 
The initial aim of this paper is to examine the potential of 
both a unidirectional and bidirectional implementation of the 
aforementioned system on a distribution network. A brief 
explanation of how such a system could be implemented is 
also given, with particular emphasis on the unidirectional 
version. The penultimate section attempts to detail the major 
challenges expected to be encountered by the new system if it 
is to be successfully installed on a distribution network, with 
special consideration given to the technical limitations of 
using a power line conductor as a communication medium 
and the limitations imposed by network architecture typical of 
distribution networks.  

2 Potential and Scope of PLC on Distribution 
Networks 

2.1 Unidirectional implementation 
 
i) Fault Location Monitoring: Typically, the location of faults 
on 11 kV networks is determined by first establishing which 
line has faulted at the substation and then performing a 
manual inspection of this length of line. Because the vast 
majority of interruptions observed by end users of the 
Electricity Supply Industry (ESI) can be attributed to the 11 
kV and 400 V networks [2], expediting reconnection is an 
obvious way in which DNOs can improve incentivised 
performance. It is, therefore, unsurprising that various 
methods have already been developed as a potential means of 
determining the location of faults, with Artificial Neural 
Networks [3] and Bayesian Networks [4] being two models 
that have recently been utilised. In common with most of the 
developed techniques is the limitation imposed by insufficient 
data, pointing towards the requirement for extra 
measurements if a more usable technique is to be developed. 
Methods using voltage and current phasor measurements, as 
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is common in the less radial networks of the transmission 
system, have yet to address adequately several limiting 
factors inherent in the distribution system (e.g., presence of 
multiple feeders, taps, laterals and differences in conductor 
sizes [5]). A system able to measure remotely, process and 
transmit time and location stamped data to a centrally located 
monitoring centre may offer an economic solution to the fault 
location problem. 
 
ii) Fault Analysis and Prediction: A common problem often 
encountered by DNOs is the initially unknown nature of the 
faults affecting the network. Access to a real-time voltage and 
current profile of the distribution system creates the potential 
to determine now only the location of a faulted section, but 
also its nature. In addition, the same information could 
facilitate an early warning system for imminent faults, 
notably the cases of a tree in close proximity to a conductor, 
faulty insulators and surge arresters. 
 
2.2 Bidirectional implementation 
 
i) Power Flow Management: The increased uptake of DG on 
distribution networks has challenged the old regime of 
unidirectional power flow and passive network design 
principles. In opposition to the current strategies designed to 
combat climate change is the fact that constraint of DG is 
often the only viable means of ensuring network security. In 
light of this, it is felt that active power flow management, 
such as that used in the transmission network, would be the 
most efficient and economic method of appeasing various 
constraints likely to arise as more DG is installed. In the 
absence of a suitable communication infrastructure (e.g., 
SCADA), the use of a Distribution Management System 
Controller (DMSC) has been proposed as one method of 
achieving active control of a distribution network [6]. A 
DMSC works by first feeding voltage measurement data 
(from local and remote substations) into a state estimator. 
Further processing through a control scheduler results in a 
series of control actions optimising network conditions. It has 
been demonstrated that using active network control 
techniques can increase DG penetration by approximately 3- 
5 times without the need for expensive network reinforcement 
[7]. At 11 kV, it has been suggested that another solution, 
known as Segment Controller, may be more appropriate. This 
is based on existing On Load Tap Changer (OLTC) 
transformers. Network voltages are compared with 
operational limits and from this Automatic Voltage Control 
(AVC) relays are dynamically adjusted. A practical example 
of a successful implementation of this system has recently 
been published [5]. An integrated monitoring, protection and 
control system, as is proposed in this paper, has the potential 
to provide the necessary quantity of measurements at a 
fraction of the cost of traditional dedicated fibre-optic or 
wireless methods. 
 
ii) Role in new Distribution System Protection and Control 
Schemes:  Distribution networks in the UK are mostly 
protected by non directional overcurrent and earth fault 
relays. Increases in DG installations are expected to 

undermine the prerequisite network conditions allowing such 
protection schemes to work. Bi-directional power flow, for 
instance, will cause grading problems in relays. It is 
envisaged that access to voltage and current measurements at 
various points in an 11 kV network will open up the 
possibility of new, flexible protection and control schemes. 

3 Implementation of PLC on a Distribution 
Network 

3.1 Operating principles 
 
Distribution Line Carrier (DLC) is the form of PLC usually 
employed on MV distribution networks.  DLC uses 
narrowband communication in the frequency range of 9 to 
500 KHz. The REMPLI (Real-time Energy Management via 
Powerlines and Internet) system has already demonstrated the 
suitability of DLC in real-time applications [8]. 
 
One manifestation of DLC allowing real time fault location 
requires that each measurement node is given a unique 
identifier (UI). Associated with this UI is the measured 
voltage and current at a particular timestamp. Relaying of this 
information through the PLC channel to a remote monitoring 
station and subsequent central processing by appropriate 
software facilitates an accurate estimation of the region of the 
fault. 
 
The simplest implementation of the outlined system is 
unidirectional. This essentially means that information is sent 
from Measuring Units (MUs) to a monitoring station but no 
information is sent the opposite way. This approximately 
halves both the bandwidth requirements of the channel and 
the equipment costs of the full system (if compared to a 
bidirectional system, where data is sent both ways). Figure 1 
shows a sample radial 11 kV distribution network with the 
extreme case of a MU positioned at every node. 
 

 
 
Figure 1: A sample 11 kV distribution network comprising 

several nodes, measurement units and a generation unit. 
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In the unidirectional implementation, MUs are to consist of 
voltage and current sensors, a DLC coupling mechanism and 
associated electronics e.g., Analogue to Digital Converter 
(ADC), modulator and control system. Figure 2 shows a 
simplified block diagram of an integrated DLC system with 
voltage and current measurement capability. 
 

 
 
Figure 2: Simplified block diagram of a combined voltage / 

current sensor and DLC transmitter (unidirectional 
implementation). 

 
The measuring unit, containing all the elements shown in 
Figure 2, would preferably be self contained and rugged with 
the ability to be installed onto the distribution line with 
minimal disruption. It has been suggested that fitting the 
device within, or onto the insulator could be a feasible 
method [1]. This utilises the structural integrity of the wood 
pole without adding extra weight to the suspended lines. An 
alternative is to ‘tag’ the system directly onto the line. 
 
3.2 DLC subsystem 
 
The DLC part of the system consists of a coupling 
mechanism, line tuner, transmitter and modulator. 
 
i) Line Tuner: The line tuner and coupling mechanism must 
ideally act together to provide a low impedance path for 
carrier frequency signals and a high impedance path to power 
frequency signals. Typically, a tuned capacitor/inductor 
circuit is used for this purpose. 
 
ii) Modulator: The modulator subsystem accepts a digital 
signal from the control system and conditions it appropriately. 
The exact nature of the modulation scheme depends on the 
design of the physical layer. 
 
iii) Coupler: The coupler is responsible for injection (and 
extraction) of PLC signals. In the design of a coupler, 
consideration must be given to the type and method of 
coupling employed. For instance, coupling may be in the 

form of phase to phase or phase to ground and be of inductive 
or capacitive type. 
 
3.3 Transducer subsystem 
 
A novel approach using non-conventional transducers is 
currently being investigated and reported progress has been 
published at this colloquium (titled ‘A Voltage Transducer for 
High Voltage Applications’). The aim of the overall project is 
to integrate this transducer technology into the system 
described in the paper. 

4 Challenges and Future Work 

4.1 The power line as a communication channel 
 
The distribution network is a complex structure; Overhead 
lines, cables, transformers and capacitor banks are just a few 
of the elements making up a typical network. Invariably, 
these elements will have differing electrical characteristics. 
Furthermore, multiple branches, laterals and the presence of 
multiple feeders make the distribution network a relatively 
hostile communication channel for RF signals. Work recently 
carried out has reported that for an MV network (10 kV in 
this case); the phase and amplitude responses, even in a 
branchless network, tend to vary widely with frequency [9]. 
In related work, the amplitude response of a typical 
distribution network was shown to vary with frequency, time 
and depend on the type of coupling used [10]. Typically, 
these issues are resolved by the effective use of advanced 
digital signal processing schemes (for example, see the 
fledgling REMPLI standard [8]), however, little research has 
directly addressed the performance of a multi-node 
communication network on a real distribution network, and 
this will be addressed in this project. 
 
4.2 Medium access control 
 
The need for an especially robust Medium Access Control 
(MAC) protocol originates in part because the common 
Carrier Sense Multiple Access with Collision Detection 
(CSMA/CD) principle is difficult to implement in PLC. This 
is due to two main reasons [11]; Firstly, in a channel with a 
low Signal to Noise (SNR) ratio, the required sensitivity for 
effective carrier sensing is not met, and  secondly, for a 
geographically dispersed network, it is extremely difficult for 
one node to ‘listen’ to all other nodes since network 
conditions will vary from place to place. Though some 
alternatives have been proposed (e.g., CSMA with Collision 
Avoidance), a more focused treatment on this particular 
problem is required if the full potential of a DLC channel is to 
be utilised. 
 
A further option is to adopt an existing communication 
standard. The REMPLI standard, for example, attempts to 
establish an infrastructure combining PLC in the CENELEC 
band and IP based networks for remote control and metering 
access.    
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4.3 Clock synchronisation 
 
In a multi-node communication system, there is often a 
requirement for precise clock synchronisation. Various 
standards for clock synchronisation in distributed systems 
already exist, for example the IEEE588 standard [12] 
provides precise time coordination in Ethernet networks. The 
power line, however, gives rise to time-variant channel 
properties and asymmetric transmission delays, rendering 
current master-slave techniques unsuitable for their intended 
purpose [13]. It is expected that further work is to be carried 
out to: firstly, deduce the scale of the problem clock 
synchronisation poses, and secondly, develop strategies to 
mitigate such problems. 
 
4.4 Optimum deployment of measuring units 
 
The cost of a fully installed system depends partly on the 
number of measuring units required to achieve a given level 
of performance. However, due to the complex nature of a 
distribution network, a solution as to the optimum 
deployment of measuring units may not be obvious. 
 
4.5 Power supply 
 
Providing a power supply to numerous measuring units 
dispersed on a network may be problematic. The obvious 
solution is to use battery power; however, the power 
consumption of a system incorporating several active devices 
is likely to be high, necessitating overly frequent 
replacements. Much attention has recently been given to 
‘energy scavenging’ and it seems that the general idea behind 
this technology may find a natural application in the system 
described by this paper. The possibility exists, for instance, to 
utilise solar panels as one means of generating power. Other 
possibilities being explored at Cardiff University include 
exploitation of energy contained in the electric or magnetic 
fields emanating from the power line conductors. 

5 Conclusion 

The process of locating and characterising faults on 
distribution networks still mainly relies on manual inspection. 
With the increasing pressure to improve the level of service 
offered to customers, the benefits of a system able to 
accurately indicate the location and type of the fault would be 
highly valued. Given that it is uneconomical for DNOs to 
create a communication infrastructure in much of their 
network, a system utilising the already established power line 
network may be one way in which the traditionally passive 
networks can be made ‘active’.  
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Abstract 

For many years incipient Partial Discharge (PD) faults in 
power cables have been identified through off-line 
investigation techniques. More recently, in an effort to allow 
pro-active asset management of the medium voltage (MV) 
cable network, continuous on-line monitoring systems are 
being installed. This has been instigated with the aim of 
reducing unexpected failures. This paper presents work on the 
analysis and handling of acquired data from PD activity 
observed in on-line cable monitoring systems, from the point 
of view of asset management. The paper then presents the 
authors’ experience of applying the Second Generation 
Wavelet Transform (SGWT) to PD data denoising. Results of 
a study on the on-line PD based monitoring of MV 
underground cables, which will be presented in later sections, 
demonstrate that PD activity observed in on-line monitoring 
is associated with strong noise and are time variant. Finally, 
the paper illustrates that identification and localisation of PD 
source(s) is possible through information that exists in PD 
pulse shapes after data denoising. 

1 Introduction 

Networks of medium-voltage (MV) cables are used to deliver 
electrical power at a local level in the majority of the world’s 
utility systems. The majority of the MV distribution cables, 
and associated plant, in the UK’s networks were installed 
during the 1950s and ‘60s [1]. As the items, typically, have a 
design life of 40-70 years they are approaching, or have 
exceeded, their expected operational life. Despite reported 
indications of increasing failure rate in power plant [2], the 
operational and cost constraints affecting utilities requires that 
equipment continues to operate for a considerable time. 
Utilities in the UK and Holland have reported that half of 
outages to customers are due to underground cable failure [3]. 
The result of faults in distribution cable is interruption of 
electrical supply to affected customers and inconvenience to 
other members of the public through roads being dug up to 
carry out repairs. A lack of effective power cable monitoring 
will lead to more frequent disruption of electrical supply to 

commercial and domestic customers. Companies can expect 
to suffer large financial penalties if they fail to address pre-
existing faults and do not address poor maintenance regimes 
which results in customer down-time. 
 
PD activity can be detected by using both of online and 
offline technique. In comparison with online testing, offline 
cable testing has a number of limitations as a routine cable 
condition diagnostics system [4]. Moreover, after initial set-
up, on-line PD detection methods are less costly, as they do 
not require actions associated with off-line testing and are 
seen as an easier, faster and cheaper solution, thus potentially 
providing an economical advantage over off-line testing [3]. 
However, on-line measurement is prone to interference from 
airborne and internal noise e.g. electrical noise and white 
Gaussian noise. Over the last decade, the wavelet-based 
denoising algorithm has been investigated and applied to 
extract PD pulse from noisy background. This paper presents 
further results of the applications of denoising algorithms 
based on SGWT.   
 
As part of ongoing research into underground cable on-line 
PD monitoring, the present authors investigated signals 
detected in cable system to ascertain whether PD activity was 
occurring in 4 underground cables. In this paper the authors 
will present the results of investigations. These will be 
discussed in relation to the presence of strong noise in on-line 
monitoring, applying newly developed denoising algorithms, 
observations of PD activity and the challenges facing asset 
managers applying on-line PD monitoring techniques. 
 

2 PD monitoring system using HFCT sensor and 
PD extraction  

2.1 HFCT detection system 

The present authors have investigated PD activity in 4 
underground cables over a 3 month period. The data has been 
supplied from commercially active parts of a distribution 
network using a standard monitoring system. All 4 cables are 
11kV, 3-phase, and PILC type. The monitoring system 
collects data from cables at 30 minutes intervals using a high 
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frequency current transformer (HFCT) on the earth strap of 
the MV cable as it enters a substation, as shown in Figure 1. 
Each data set covers one AC cycle, i.e. 20 milliseconds, at an 
acquisition rate of 100 Mega samples per second. This results 
in a significant amount of data being generated from each 
cable being observed and requires fast data processing and 
large data storage to cope with the data streams which result.  

 

 
Figure 1: HFCT around the earth strap of an MV cable 

 

2.2 Noise and Denoising  

Unfortunately, as was indicated previously, on-line 
monitoring systems are prone to having higher levels of 
sinusoidal RF noise present. In addition, switching pulses and 
PD events from other local plant items may be detected and 
could be misinterpreted as coming from the cable [5]. The 
various challenges are evidenced in Figure 2 which shows a 
typical data set.  
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Figure 2: Data acquired from an on-line monitoring system on 
an 11kV underground cable. Data sampling rate is 100 MS/s. 
 
Frequency analysis of this data, shown in Figure 3 (a) and 
Table 1, reveals that, in addition to white noise and impulse 
signals, the underground cable behaves like an antenna and 
picks up a significant amount of radio frequency (RF) signal. 
Another challenge in on-line cable PD monitoring is to 
distinguish PD pulse shape from other pulsative noise. Figure 
3 (b) shows a typical PD pulse shape whilst Figures 3 (c) and 
(d) illustrate typical pulsative noise often encountered in on-
line cable PD monitoring. 
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Figure 3: (a) Frequency spectrum of data segment shown in 
Figure 1; (b) Typical PD pulse shape with noisy background; 
(c) Switching noise found from data; (d) Pulses from local 
switchgear events 
 
Table 1: Results of investigation into the sources of RF noise. 

Frequency 
No.  

Frequency 
(MHz)  Source of RF 

F1  0.191  unknown  

F2  0.558  Independent Local Radio Spectrum 
(London)  

F3  0.693  National BBC R5  

F4  0.720  Some BBC R4  

F5  0.909  National BBC 5  

F6  0.963  Local Radio Company  

F7  1.089  INR3 Talk radio UK (ex BBC R1)  

F8  1.152  ILR  

F9  1.215  INR2 Virgin  

F10  1.332  Local (BBC/ILR)  

F11  1.584  Local (BBC/ILR)  

 
The present authors earlier reported their investigations into a 
variety of denoising techniques, including traditional digital 
filters, Matched Filters and Discrete Wavelet Transform 
(DWT), applied to the processing of data acquired from cable 
PD monitoring systems [5]. The results revealed that both the 
matched filter and WT techniques are superior to traditional 
digital filters, when applied to PD detection and analysis, in 
terms of signal-to-noise ratio (SNR) and the number of PDs 
that can be identified. The matched filter [6] is the most 
effective technique when the waveform of the signal to be 
detected is perfectly known and where only white noise is 
present. On the other hand, the WT can be more flexible and 
more robust for on-site testing in the presence of other noise 
types and more severe noise interference. The matched filter 
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loses its effectiveness quickly when the acquired pulse shape 
is distorted by noise or due to propagation from its site of 
origin to the detection point. Furthermore, although the 
processing time required by the WT increases linearly with 
the data length of the wavelet, the processing time required 
using the matched filter increases exponentially with data 
length. Another important advantage of the WT over the 
matched filter and the traditional filters is that WT allows 
unambiguous reconstruction of the original pulse shapes, 
which are extremely useful as PD pulse shape is useful for 
diagnosis or validation purposes. 
 
Most recently the authors further improved their denoising 
tool in the handling of the PD data by introducing the Second 
Generation Wavelet Transform (SGWT). In comparison with 
the DWT previously adopted, the SGWT has two distinct 
advantages. The first is that it allows for an in-place 
implementation of the fast wavelet transform, a feature 
similar to the Fast Fourier Transform. This means the wavelet 
transform can be implemented without allocating auxiliary 
memory and, as a result, the new algorithm decreases the 
hardware requirements while improving the speed of 
calculation. The second advantage which SGWT has over the 
classical wavelet transform is that, by using a priori 
information, the filter banks can be modified to allow desired 
PD pulses to be extracted with better accuracy. Further details 
with respect to the algorithms associated with the application 
of SGWT and its effectiveness can be found in [7, 8]. 
 

2.3 PD pulse Shapes and Patterns as Appeared in 
Continuous On-line PD Monitoring 

After denoising data from the different sites, two types of PD 
patterns became apparent. Examples of the patterns which 
emerged are provided in Figure 4. Subsequent investigations 
of other cable systems has shown repetition of these two clear 
patterns. During the three month period of monitoring, no 
significant changes in pattern have been noticed though the 
magnitudes of individual PDs and the number of PD pulses 
change. Changes in PD magnitude and number will be 
discussed in later sections. 
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Figure 4: Typical examples of PD patterns observed from MV 
cable on-line PD monitoring 

 
As many are aware, when a PD pulse travels from its origin to 
the site where the HFCT picks it up it may suffer attenuation, 
refraction, reflection and resonance effect. The appearance of 
the individual PD pulse shapes detected will be influenced by 
the type and age of insulation materials, cable configuration, 

joint construction, configurations in substation housing, the 
response of the HFCT and impedance mismatches along the 
propagation path. Furthermore, the individual pulses may also 
suffer from corruption by noise.  These issues, although seen 
as a severe challenge to online detection, may also be useful. 
This will be discussed in the following section. 
 
As an indicator of the impact of external signals upon cable 
signal detection, in a parallel study PD activity was measured 
at both ends of a cable of about 1000 metres in length. The 
interval between measurements was ~1 hour. The difference 
in data streams is shown in Figures 5 (a) and (b). The 
denoised data for each measurement, using the SGWT 
algorithm, is given in Figures 6 (a) and (b). These diagrams 
indicate that there is alteration of signal due to transmission 
characteristics between source and detection point.  
 

vo
lta

ge
(m

V)

vo
lta

ge
(m

V)

 
Figure 5: (a) and (b) PD signals measured at two ends of an 
11kV underground cable, with a length of about 1000m.  
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Figure 6: (a) and (b) Figures 5 (a) and (b) after denoising. 
 
The alteration to the signal can be used for PD site 
localisation. Figures 7 (a) and (b) show the shapes of 
individual pulses extracted from the data. Figures 7(c) and (d) 
show a statistical analysis of the number of PDs which have 
given rise times. Strong indication is given of differences in 
characteristics for the detected signals for the two ends of the 
cable. 
 
Off-line PD mapping test carried out on this cable revealed a 
single source which is responsible for the PD activity is 
approximately 220 metres away from the terminal where data 
shown in Figure 5(a) was acquired. Work is underway to 
relate the statistical information with the PD mapping results. 
 

3 PD pulse separation 

When the denoising algorithm is applied to another set of on-
line PD data, an additional type of pulse shape was revealed. 
Figures 8 (a) and (b) show exemplars of the pulse shapes. 
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Figure 7: (a) and (b) typical pulse shapes extracted from Figs. 
5(a) and (b) respectively. (c) and (d) Risetime of PD pulses 
vs. number of PDs having the same rise time. 
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Figure 8: (a) ‘new’ pulse type, (b) ‘standard’ PD pulse 
 
In Figure 9(a), the standard type of PD pulse is indicated in 
red and new type in light blue. Illustration of PD count 
against rise time of PD pulse, shown in Figure 9(b), suggests 
two sources of origins. These phase resolved clusters of PD 
signals (patterns), following denoising, indicate the activity is 
prevalent in one phase of the cable which, when confirmed, 
will demonstrate the effectiveness of the denoising algorithm. 
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Figure 9: (a) original data and categorised PD pulses (b) Pulse 
Risetime vs. number of PDs having the same rise time.   
 

4 Conclusions and discussions 

An on-line cable PD monitoring systems generate, by far, 
larger amount of data than offline. Data may also contain 
significantly higher level of noise, presenting difficulty to 
operators of online systems. The RF interference has a similar 

frequency range to that of the PD pulses and, as a result, it is 
difficult to denoise the signal using traditional techniques. 
 
A Second Generation Wavelet Transform-based algorithm 
has proved to be very effective in denoising data and capable 
of reconstructing PD pulse shapes for further localisation and 
diagnosis. Phase resolved clusters of PD signals (patterns) 
indicate the effectiveness of the algorithms developed by the 
authors. In comparison with other denoising methods, smaller 
PDs can be identified by SGWT based algorithms. As PD 
signals are attenuated during transmission in cables, this 
offers the possibility of more remote PDs being monitored. 
Successful categorisation or identification of different pulse 
shapes will enable better diagnosis and effective location of 
defect site. Despite the difficulties and challenges present in 
online PD monitoring, as outlined, application of the 
techniques being developed will reduce the risk of unexpected 
plant failure through more effective assessment of plant 
integrity. This will have significant economic and 
health/safety implications to an ageing plant population. 
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Abstract 

 
Most power cable networks are aged and are prone to develop 
faults, which could lead to breakdown and loss of supply. 
This leads to customer minutes lost – a parameter that is 
monitored by the Electricity Regulator. Hence, it becomes 
desirable to know where in its network a major fault might be 
developing. For simplicity, the early stages of a fault would 
be classified as transient faults. Technologies to identify and 
locate transient faults either require access to residential 
homes or that they require the use of a blocking inductor to 
ensure that only a particular circuit is being investigated. 
Neither of them is preferred. This article is therefore to 
review some existing technologies that would be able to 
identify the transient faults and discuss the feasibility to 
overcome the restrictions or limitations posed by the existing 
equipment.  

1 Introduction 

Transient faults developed in underground cable networks are 
mainly caused by poor insulation. Electric arcing is the major 
cause of a transient fault, which is a plasma channel induced 
by insulation failure between conductors within the cable. 
The plasma channel, however, in the low voltage (LV) 
network, is normally self-extinguishing [1] and therefore is 
not an immediate hazard. Nevertheless, plasma channels 
during arcing have temperatures up to 25000K, which is 
considerably high and will damage the insulation and 
eventually cause a permanent fault. In some cases, an arcing 
fault will result in an explosion occurring in an underground 
cable network duct. 
 
Self-extinguishing of arcing in LV network is due to either 
low driving voltage or post-arc column deionization 
phenomenon within the insulation decomposition gases. It 
was considered by some investigators that this fault may 
sustain for some time, or periodically reignite for minutes; 
thus generating much heat and gases as a result [2]. These 
gases could obviously be a hazard if combined with air in 
cable ducts to produce the minimum explosive concentration. 
 
Many secondary LV cable networks do not have ground-
failure or over-current protection, with the understanding that 

weak failure would be self-extinguished and high fault levels 
protected by the primary network protection system. However, 
in many cases, although weak arcing failure does self-
extinguish damage caused by repeated intermittent faults 
would accumulate and then finally cause extensive damage to 
the cable or accessories nearby the fault point. 
 
Koch et al. addressed the mechanism of arcing faults on low-
voltage cables in ducts [3]. Transient faults normally begin 
with either a phase-to-neutral arc or phase-to-ground arc. In a 
wet environment, moisture infiltrates into gaps or cracks of 
deteriorated insulation among conductors. Conductive 
moisture under certain voltage will lead to a liquid breakdown 
that forms a plasma channel which immediately develops into 
a full-current arcing fault. This process turns electric energy 
to heat energy in a limited space around the arcing position. If 
the arcing fault persists, the large amount of heat energy 
generated will result in worse degradation of the cable 
insulation and evaporation of conductor material. Even 
though erosion (oxidation) of the conductor and creation of 
insulation decomposition gases will prevent or even stop 
arcing, adjacent insulation materials still suffer thermal 
degradation due to the heat and may cause the arc to reignite 
in the form of gas breakdown or surface discharge. The fault 
may result in the creation of intermittent arcing spots 
separated by a comparative long time, whereas, accumulated 
damage to the cable may lead to phase-to-phase discharge and 
result in a permanent three-phase fault. Thus, an effective 
protection system or fault location method for underground 
cables should possess the capability to address the disruptive 
aspects of transient faults. 
 
Several investigations have been done and some methods 
have been developed to detect arcing faults. They can be 
classified into time domain analysis, frequency domain 
analysis and time-frequency domain analysis.  

 

2 Methods of arcing detection 

2.1 Time domain analysis 

 
Time domain analysis is a way to examine voltage and 
current waveforms in the time domain. Lee utilized the ratio 
of zero-sequence and positive-sequence current 
characteristics to detect the arcing [4], while Sultan used the 
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half cycle current asymmetry character to address this issue. 
[5]. Benner detect the arcing by detecting randomness in the 
current behaviour of arcing [6]. 
 
Typically instantaneous phase or line current is analyzed, in 
order to monitor peak current caused by an arcing fault. This 
current has the shape of a spike with a huge magnitude 
compared with the magnitude of the current under normal 
load. However, the spike only lasts for a very short time. 
These techniques have the disadvantage that a similar spike 
also appears in the phase-current waveforms when a high-
power inductive motor is being switched off. 
 

2.2 Frequency domain analysis 

 
For the frequency domain, phase current waveform harmonic 
analysis [7]-[8], or use of crest factor to evaluate waveform 
distortion [9] are two possible techniques to detect a fault.  
 
Harmonic components of phase and neutral currents under 
normal conditions are different from those under arcing 
conditions. Therefore frequency domain analysis attempts to 
identify arcing faults by comparing harmonic contents. 
Harmonic contents of waveforms are derived from time 
domain signals by using Fast Fourier Transforms (FFT). To 
calculate FFT, a length of time domain data must be recorded 
and frequency components will be based on this length of 
time. W. Charytoniuk indicated that the following harmonic 
component values are changed by arcing faults [1]: 

• DC component appearing in phase currents. 
• Level of second harmonic increases sharply in phase 

current and neutral currents. 
 

2.3 Time-frequency domain analysis 

 
The time–frequency method detects the fault by interpreting 
transient arcing behaviour in time and frequency domain with 
use of wavelet transforms [10].  
 
The purpose of time frequency analysis is to examine 
frequency behaviour changes over time. Bruce introduced a 
method of wavelet transformation that decomposes the input 
signal into a set of components [11]. By detecting the 
transient components present in a normal current, an arcing 
fault could be identified. 
 
The analysis divides the transient signals into the respective 
components of a wavelet transformation. The transient 
detection capability depends on the type of wavelet family, 
order of the wavelet and robustness of decomposition. Fifth-
order Daubechies family of wavelets are proven to produce 
best results in Charytoniuk’s experiment. 

 

3 Fault location 

Although there are methods for detecting transient fault, 
location of the fault is still a mystery, this is due to unclarified 
frequency characteristic and unpredictable character. 
Accordingly, conventional fault locating methods such as 
synchronized complex analysis [12] [13] designed for 
permanent fault are no longer able to locate a transient fault 
which is irregular in time and sometimes non-repeatable.  
 
Time Domain Reflectometry (TDR), which is also known as 
Cable Radar or Echometer technique, may be an applicable 
technique to locate arcing fault. In short, the TDR technique 
utilises a pulse sent out from a probing point of a cable, and 
the pulse bounces back from where there are significant 
changes in cable characteristic which are caused by arcing. 
Compared with complex analysis, TDR is faster and simple in 
implementation. However the success of this technique relies 
on the simplicity of the cable circuit being diagnosed. 
Another consideration would be the method chosen to filter 
out wide-bandwidth noise which result from arcing but retain 
TDR signals as much as possible.  
 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Power cable 

TDR

Figure 1: TDR online monitoring 

TDR
Arcing Fault 

Figure 2: Arcing Fault occurring and 
is detected by TDR 

TDR

Figure 3: Upon detection, TDR sending pulse 
out to locate the arcing fault 
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Figure 1 to Figure 5 show the concept of arcing fault location 
using the TDR technique. 

 

4 Future work 

 
Experiments are to be designed to address and clarify the 
electrical characteristics of arcing. The feasibility of applying 
TDR in locating transient fault will be investigated and 
evaluated to determine the success of the method applied. 
 

5 Conclusions 

• The most common transient fault in underground 
cable networks is an arcing fault, which is, in most 
cases, caused by insulation failure of cable network 
because of aging or improper work. The processes 
which cause damage to the cable by transient fault 
may be slow but cannot be neglected as they 
eventually develop into permanent faults. 

• Detection of arcing could be considered based on 
time domain and frequency domain analysis. Time 
domain analysis is straightforward and cost-effective 
but requires fast monitoring systems as the faults 
happen over short periods of time. Moreover, setting 
the threshold of detection is not easy as current or 
voltage spike may be due to on/off operations of 
components that are quite normal in power systems. 
Frequency domain analysis has the advantage that 
analysis relies not only on magnitude but also on 
harmonic components of the signal. This method 
could identify uninteresting parts of the signal and 
focus on arcing related components.  However, 

harmonic contents are obtained from time domain 
data by FFT; this may be to slow to respond to the 
short duration of the arcing signal and may require 
complex software/hardware.  

• The complex analysis method for fault location is 
not suitable for transient fault location as it is based 
on mathematic models that require stable fault 
conditions, not relevant for transient faults. Time 
Domain Reflectometry may be suitable for locating 
transient faults, however, some issues that cause 
TDR technique to fail in this field should be 
addressed to allow it to become a mature and reliable 
technique. 
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Abstract 

Measuring partial discharge (PD) activity in high voltage 
plant using radio frequency (RF) equipment is a well 
established technique used to monitor insulation integrity. 
This paper studies the partial discharges and breakdown 
voltage of corona PD by using both conventional 
measurements as defined in IEC Standard 60270 and 
radiometric techniques. The experiment takes the corona in 
point-plane gaps as example in a substation environment. The 
effect of corona PD on RF measurement system has been 
investigated by comparing with the results obtained from IEC 
measurement system with respect to the corona PD occurring 
at different high voltages. It was found that RF measurement 
system designed in this project is inherently unaffected by 
corona PD when the charges are at hundreds of pico 
Coulombs (pC).  

1 Introduction 

Corona discharge can be formed in a high electric field region 
caused by any sharp component or structure in a gaseous 
system, i.e. air-insulated substations (AIS), gas-insulated 
substation (GIS) [1-3]. If a charged object has a sharp point, 
the air around that point will be at a much higher gradient 
than elsewhere. Air near the electrode region can become 
ionized and partially conductive. When the air near the point 
becomes conductive, it has the effect of increasing the 
apparent size of the point. Since the new conductive region is 
less sharp, the ionization may not extend past this local 
region. Outside this region of ionization and conductivity, the 
charged particles slowly find their way to an oppositely 
charged object and are neutralized. If the geometry and 
gradient are such that the ionized region continues to grow 
instead of stopping at a certain radius, a completely 
conductive path may be formed, resulting in a momentary 
spark, or a continuous arc. Note that corona should not be 
used as a general term for all forms of PD, but refers 
specifically to this geometry. 
 
The objectives of the present study are to understand the 
corona discharge process and the characteristics of electrical 

signals of corona discharge in the presence of point-plane 
configuration that will lead to the RF PD diagnosis. In order 
to study the corona discharges and the breakdown 
characteristics in details, two electrical detection methods 
were used to record the corona PD signals, which provide 
different diagnostic results such as the phase-resolved PD 
pattern, and the signal frequency spectra before breakdown.  

2 Measurement of PD 

2.1 Test cell 

A point-plane configuration is used in the experimental study 
of corona PD in air under atmosphere pressure, shown in 
Figure 1. This configuration has been widely used to study 
PD phenomena because it represents a convenient way of 
generating sufficient electrical stress to initiate PD. The small 
tip radius of the needle leads to an enhancement of the 
electric field at the tip. In this region the physical processes 
are governed by the local electric field stress which is a 
function of the overall electrode configuration and the applied 
voltage [4]. By conducting experiments at voltages below air 
gap breakdown, the field at the needle tip will be of the level 
required to induce typical PD in a practical substation 
environment. 
 

 
Figure 1. Point-plane test cell for corona PD. 
 

Aluminum  
base for mounting 
test cells on the 
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2.2 Measurement system setup 

During the progress of the present investigation, 
experimental measurements have been made on four air gaps 
- from 17 mm to 35mm – using the point-plane test cell at 
atmospheric pressure. All experiments have been carried out 
on a metallic structure at a height of 5 meter, which is the 
height of a busbar for a 132 kV substation. The experimental 
apparatus is shown in Figure 2. The purpose of the metallic 
structure is to provide an environment that allows the 
measured PD pulses to persist, simulating the response that 
would be observed on a busbar in the substation.  

 

 
Figure 2: Experimental set-up. Test cell is mounted on a 
metallic busbar structure. 
 
Corona PD patterns which consist of the number of 
discharges, apparent charges [5] and phase angles are 
recorded from IEC measurement system (Lemke LDS-6 
systems) from pre-inception voltage to breakdown voltage. 
The LDS-6 measurement system is used to adjust the high 
voltage supply to energize the metallic structure and also used 
to store phase-resolved PD data.  
 
A wideband antenna [6], located on the ground, was used to 
capture the impulsive RF signals from the corona PD. The 
antenna was connected to a Tektronix TDS 7104 Digital 
Phosphor Scope which can provide a sampling rate of 2.5 

GSamples/s and has an analogue bandwidth of 1 GHz. The 
scope has segmented memory architecture that allows the 
main sampling memory of 2 M-samples per channel to be 
segmented into separately triggered measurement frames of 
10,000 samples each, which gives the recording time duration 
4 sμ  from each recorded pulse, and it is adequate for the 
average length of typical PD pulses in air dielectrics.  
 

3 Measurement results  

With the four air gaps having been applied in the 
experimental measurements, this section goes on to describe 
the two measurement results of corona PD from IEC 
measurement system and RF measurement system, 
respectively. 

3.1 IEC measurement results 

Corona PD patterns were obtained from IEC measurement 
system corresponding to the number of PD pulses occurring 
at a given charge and phase angle. During testing, it was 
necessary to re-calibrate the IEC system when the gap was 
changed. This resulted in only a slight variation in the 
calibration factor for results on the test cell at same height.  
 
The point-plane air gap produces corona PD. Free charges are 
created to be deposited and accelerated, which influence the 
electric field in the air gap when different breakdown voltages 
are applied subsequently. Figure 3 to 6 show that IEC patterns 
due to corona inception start at tens of (pC), whereas higher 
voltages lead to thousands of pC before the gap breakdown. 
Meanwhile, RF signals recorded on the oscilloscope showed 
that the radiated waveforms received by the antenna change 
from the pulseless-type to the pulse-type over this range. 
Table 1 to 4 show typical IEC and RF recorded data during 
theses stages. Note that attenuators in the LDS-6 system have 
to be applied to protect the measurement system from the risk 
of damage when the large PD charges appear, and the 
attenuator is also used as a factor to give a proportion of the 
original signal, i.e. higher attenuator, larger PD charges. 
 

Voltage 
applied 

(kV) 

Measurement 
Attenuator 

(dB) 

Experiment 
record 

duration 

Antenna  
received 

Max Pulse 
height (V) 

Antenna  
received 

Pulse 
duration 

5.5 51 4 min None None 
7.0 57 4 min 2.763×10-3 0.75µs 
9.2 63       5 sec   ( Breakdown) 

Table 1: Record data for the air gap at 17 mm. 
 

Corona at 5.5 kV Corona at 7.0 kV

 
Figure 3: Typical patterns received for the air gap at 17 mm.  
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Voltage 
applied 

(kV) 

Measurement 
Attenuator 

(dB) 

Experiment 
record 

duration 

Antenna  
received 

Max Pulse 
height (V) 

Antenna  
received 

Pulse 
duration 

7.0 51 4 min None None 
9.0 51 4 min None None 
11.0 51 4 min None None 
13.8 72 4 min 4.016×10-3 1.25µs 
15.7 90       10 sec  ( Breakdown) 

Table 2: Record data for the air gap at 23 mm. 
 
 

Corona at 7.0 kV Corona at 13.8 kV

 
Figure 4: Typical patterns received for the air gap at 23 mm. 
 
 

Voltage 
applied 

(kV) 

Measurement 
Attenuator 

(dB) 

Experiment 
record 

duration 

Antenna  
received 

Max Pulse 
height (V) 

Antenna  
received 

Pulse 
duration 

9.0 51 4 min None None 
11.0 51 4 min None None 
12.0 51 4 min None None 
14.0 72 4 min None None 
16.0 87 4 min 4.481×10-3 1.75µs 
20.3 90       10 sec    ( Breakdown) 

Table 3: Record data for the air gap at 29 mm. 
 
 

Corona at 9.0 kV Corona at 16.0 kV

 
Figure 5: Typical patterns received for the air gap at 29 mm. 
 
 

Voltage 
applied 

(kV) 

Measurement 
Attenuator 

(dB) 

Experiment 
record 

duration 

Antenna  
received 

Max Pulse 
height (V) 

Antenna  
received 

Pulse 
duration 

11.0 51 4 min None None 
12.0 57 4 min None None 
14.0 57 4 min None None 
16.0 57 10 min None None 
19.7 81 10 min 5.448×10-3 2.25µs 
22.5 84       5 sec    ( Breakdown) 

Table 4: Record data for the air gap at 35 mm. 
 
 
 

 
Corona at 11.0 kV Corona at 19.7 kV

 
Figure 6: Typical patterns received for the air gap at 35 mm. 
 
 
For the point-plane configuration, corona discharges are 
shown to initially occur on the negative half-cycle rather than 
the positive half-cycle of the a.c supply. This is due to 
electrode configuration, since in this case the protrusion 
electrode is connected to the high voltage supply and the 
plane electrode is connected to ground.  
 

3.2 RF measurement results 

In the RF measurement, with the repetitive nature of PD, 200 
measurement frames of 10,000 samples each were recorded. 
Note that all RF PD signals were recorded below the 
breakdown voltage to avoid the risk of flashover and 
breakdown, which might damage the measurement system. 
Figures 7 to 10 show the typical pulse recorded at each air 
gap and their frequency spectra below 100 MHz, which is the 
main frequency range of interest for air insulation.  
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Figure 7: Typical pulse received by an antenna for the air gap 
at 17 mm, at 7.0 kV. 
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Figure 8: Typical pulse received by an antenna for the air gap 
at 23 mm, at 13.8 kV. 
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Figure 9: Typical pulse received by an antenna for the air gap 
at 29 mm, at 16.0 kV. 
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Figure 10: Typical pulse received by an antenna for the air 
gap at 35 mm, at 19.7 kV. 
 
Figures 7 to 10 show PD waveforms change gradually in time 
domain, with the pulse duration increasing with the air gap. 
The frequency spectrum for large discharges is in the lower 
frequency region, particularly with a bigger gap. Note that 
when the various high voltages are supplied to energize the 
metallic structure, corona PD with different pC level can be 
obtained from IEC measurement system and RF measurement 
system. In the charge range of hundreds of pC, no distinct 
pulses were received by the antenna, demonstrating that RF 
measurements designed in this case are inherently unaffected 
by corona. This is an important conclusion for RF 
measurement, which is useful for the non-contact continuous 
monitoring in a substation environment.  
 

4 Conclusions 

This paper has described the investigation of PD and 
breakdown voltage of an atmospheric point – plane gap 
arrangement based on two different PD detection techniques. 
From the experimental results, it is seen that there is a 
significant variation in the RF pulse shape at different supply 
voltage. The pulse duration time as well as the pulse spectra is 
altered. It is also observed that the pulses can be obtained at 
different charge level from IEC measurement system and RF 
measurement system. The results demonstrate that the RF 
system is relatively insensitive to low levels of corona. At 
high levels of corona, close to breakdown, the RF system can 
readily detect corona impulses. When taking measurements in 
substations, spurious corona discharges are always present at 
a low level, caused by sharp protrusions on high-voltage 
equipment. The results indicate that the RF system will not 
detect practical, benign corona impulses. 
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Abstract 

 In this paper, corona charged LDPE film was tested using 
a standard static potential monitor and the pulsed electro-
acoustic (PEA) technique to observe the surface potential 
decay. A wide range of voltages and different corona 
charging times, different sample thicknesses and multi-
layer films were used to demonstrate influential factors for 
surface potential decay. These provide a direct 
experimental evidence to support the bulk transport 
process. An important finding from the PEA results is that 
bipolar charge injection takes place during corona 
charging process and in subsequently decay process. The 
new evidence challenges the existing surface potential 
decay models which were developed based on a single 
charge carrier injection. 
 

1 Introduction 

In recent years there has been considerable interest in the 
surface potential decay characteristics of corona charged 
dielectrics. Various methods have been used to observe 
the decay including thermally stimulated discharge 
current, surface potential decay and the measurement of 
current/voltage during corona charging [1]. Different 
mechanisms have been proposed. Generally, there are 
three possible decaying routes for electric charge on 
surface, i.e. through the atmosphere, along the surface and 
transport through the bulk. In the present study, surface 
potential decay after corona charge deposition has been 
investigated for low density polyethylene (LDPE) films 
over a wide range of charging voltages and different 
charging times. To further understand decay process, 
experiments were carried out on multi-layer of LDPE 
films. In addition to monitor the surface potential, the 
pulsed electro-acoustic (PEA) technique, which has been 
widely used to measure space charge in solid dielectrics, 

has been employed to measure charge distribution and its 
evolution in corona charged LDPE.  

2 Experimental details  
In order to reduce the influence of impurities, additive-
free low density polyethylene film was selected. The thin 
planar films were purchased from GoodFellow. Samples 
were cut into a disc shape with a diameter of 50mm, 
cleaned using methanol, raised in deionised water and 
dried by air. 
 
LDPE film was charged in a conventional corona setup 
shown in Figure.1. The system consists of a high voltage 
needle, a wire mesh grid and a earth plate. The initial 
surface potential of corona charged film is controlled by 
the grid voltage applied across the needle and the rotatable 
earth electrode. After corona charging, the sample was 
moved to the static monitor (Compact JCI 140) quickly 
for the surface potential decay observation. The readings 
from the static monitor are proportional to the value of 
surface potential. After a calibration these readings can be 
easily converted into the surface potential. We use the 
negative corona charging in this study and the readings 
from the monitor were converted to absolute potential 
value in all the results. All experiments were carried out 
under a controlled environment where temperature and 
relative humidity were 21°C and 45%, because both the 
temperature and relative humidity have an influence on 
charge decay. 
 

 
Figure 1: potential decay measurement system 
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The PEA technique is by far the most widely used method 
in space charge measurement. This technique utilizes the 
interaction between high voltage pulses and charge layers 
accumulated in the material to produce acoustic pressure 
waves. The pulsed acoustic waves correspond with each 
charge layer with respect to neutrality. The acoustic 
signals traverse across the material and are converted into 
an electrical signal by a piezo-electric transducer, 
amplified and captured with a digital oscilloscope. The 
detailed principle of PEA technique can be found in 
[2].After corona charging, both sides of sample were 
attached with a thin fresh LDPE film (50µm) very 
carefully to keep the deposited charges. The possible air 
bubble between films should be removed with small 
pressure because good contact between the films is 
necessary to get the good charge mapping results using the 
PEA method. 
 

3 Results and discussion 

The surface potential decay processes were measured for 
LDPE samples charged under different conditions initially.  
Charge distributions in the corona charged samples under 
the same charging condition were monitored by the PEA 
technique. 

3.1 Surface potential decay 

The potential decay result of corona-charged film (50µm) 
under different charging voltage for 2mins is shown in 
Figure 2. Surface potential shows an expected monotonic 
decay with time. However, we can observe clearly the 
crossover phenomenon; i.e. the surface potential in the 
sample with an initial high potential decays faster than 
that with a lower surface potential.  
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Figure 2: Potential decay under different corona voltage 
for thin sample (50µm) 

 
To explain the surface charge leakage and crossover 
phenomenon, different mechanisms have been proposed. 
The decay has been attributed to various mechanisms 
including recombination with opposite ions in air, surface 
migration and bulk conduction. The bulk process has been 
widely accepted and several models have been proposed 
to explain the surface potential decay [3-5]. To validate 

the bulk process responsible for surface charge decay, 
samples with different thicknesses (180µm and 50µm) 
were used under either the same corona voltage (-8kV) 
and or the same electric field (~80kV/mm). The decay 
results were shown in Figure 3 and Figure 4. The results 
in Figure 3 indicate that the material thickness plays a 
crucial role in surface potential decay. Both results in 
Figure 2 and Figure 3 show us that surface potential decay 
faster when the sample has an initial high electric field.  
 
Figure 4 shows the potential decay under the same initial 
electric field for different thickness samples. To compare 
two curves, we moved down the higher corona voltage 
charged curve parallel. Overall, it can be seen that the 
decay rate for two samples has no significant difference 
except a little faster for the thinner sample at the 
beginning. From the above results, it is obvious that the 
surface potential decay strongly depends on the initial 
electric field of corona charging. 
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Figure 3: Potential decay under same corona voltage for 
different thickness sample. 
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Figure 4: potential decay under same corona electric field. 

 
Figure 5 shows the potential decay results of 50µm 
sample under -8kV corona charging during different times. 
From this figure, it seems that the longer the charging time 
the faster the surface potential decays. This is especially 
true for first a few minutes. A possible reason for the 
faster decay is that the longer charging time allows more 
charge carriers injecting into the bulk. The injected 
charges then may move easily towards the opposite 
electrodes. This fast decay result has been validated by the 
PEA measurement data shown in the figure later. 
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Figure 5: Potential decay during different charging period. 

Figure 6 shows the surface charge decay of multi-layer 
LDPE sample corona-charged under -4kV for 2mins. To 
achieve a similar electric field, the similar sample 
thickness was chosen; i.e. 180µm for one layer and three 
layers of 50µm (150µm) as multi-layer. For the multi-
layer potential decay monitoring, two measurements were 
carried out. In the first one the potential was continuously 
monitored. In the second measurement, after the potential 
was monitored for 3 minutes the top layer was carefully 
removed and surface potential produced by the middle and 
bottom layer was continuously observed and it shows a 
similar decay fashion. And after 5 minutes, the middle 
layer was removed and the potential produced by the 
bottom layer was measured as shown in Figure 6. Since 
surface potential is a representation of both surface charge 
and bulk charge, this result implies that electric charges 
exist either on the top surface of  bottom two layers or in 
the bulk. No matter which case, the charges detected has 
to come from charge injection from the electrodes. 
Therefore, it provides a direct experimental evidence to 
support the bulk transport process. 
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Figure 6: Potential decay for multi-layer sample (-4kV, 
180µm, 50µm +50µm +50µm)  

By comparing potential decay results for one layer and 
three layered samples, it can be noted that the surface 
potential from the multilayer sample with interface shows 
a slower decay than that from one layer sample. From the 
results it seems that the surface potential form a sample 
with an initial high field decays faster. Therefore, the 
surface potential from one layer sample (180µm) with an 
initial lower electric field should decay slower compared 
with the three layer sample (150µm). However, the results 
in Figure 6 contradict this. The only explanation lies in the 
presence of interfaces in the three layered sample.  

Interface seems to act as a barrier for charge movement 
therefore leading to a slow decay of surface potential. 

3.2 Charge mapping results 

It is clear that bulk process is responsible for the surface 
potential decay. As the surface potential changes 
relatively slow, it is possible to utilise the PEA technique 
to monitor space charge distribution and charge evolution. 
From the results of surface potential measurement, we 
know that the decay rate is strongly depending on the 
experimental setting, e.g. corona voltage, sample 
thickness, applied electric field, charging period and 
polymeric interface. Although the potential decay can give 
us some information about the charge decay mechanism, 
more interesting thing is how the charges transport inside 
the sample during the decay period. Figure 7 shows the 
charge distribution of 180µm corona-charged under 8kV 
for 2 minutes. The two peaks at the PEA electrodes are 
induced charged peaks, which is definitely due to the 
existence of charge in the sample. The middle two peaks 
at top and bottom layer of corona charged sample are the 
charges formed during corona charging process, protected 
by the attached film. Negative charges presented at the top 
surface are expected as a process of charge deposition. 
However, a significant positive peak can be observed at 
the bottom surface of the sample. We believe this is 
because the charge injection from the ground electrode 
happened in the corona charged process. About the 
detailed discussion of bipolar injection can be found in our 
earlier works [6, 7]. Charge evolution with time also 
shows a slow change, which is analogous to one of the 
potential decay curves shown in Figure 3. 
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Figure 7: Space charge distribution in the corona charged 
sample (180µm, -8kV 2mins corona) 
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Figure 8: Space charge distribution in the corona charged 
sample (50µm, -8kV for 10mins corona charging) 
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Figure 8 shows the profile of space charge distribution 
decay in the corona-charged sample, under -8kV for 10 
minutes, the same experimental conditions as second 
bottom decay curves shown in Figure 5. It is noted from 
the PEA results that charges decrease extremely fast. This 
result is consistent with the result in Figure 5. 
 
Figure 9 shows space charge distribution and dynamics in 
a two-layer LDPE sample. Compared with space charge 
distribution in one layer corona charged sample, an extra 
negative charge peak is observed at the interface between 
the two polymer layers. This can explain the early 
potential results obtained from the middle and bottom 
layer of the multi-layer sample (see Figure 6). These 
negative charges measured by the PEA or potential 
monitor are believed to be formed due to charge injection 
from corona charging surfaces and then transported to the 
interface. To study the charge transport in the bulk or at 
interface after corona charging, two-layer LDPE sample 
was charged for a long period and the PEA result is shown 
in Figure 10. There is a significant difference in charge 
distribution inside the bulk and interface of sample 
compared with a short charging period. 
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Figure 9: Space charge distribution decay in two layer 
corona charged sample (50µm+50µm, -4kV 2mins corona) 

The negative peak at the top layer of corona charged 
sample is smaller than the peak shown in Figure 9 and 
deceased with time. Similar situation happens for the 
charge accumulated at the sample interface. An important 
result is negative charge dominated the bulk area of two 
corona charged layer. It seems that the negative charge 
deposited on the top layer moved into the bulk and 
overcome the interface barrier and transport in bulk of 
bottom layer. The longer the corona charging time the 
more electrons injected into the bulk. From the charge 
distribution evolution, it is easy to know that charge 
decays faster in the sample corona charged for a long time 
than that in the sample corona-charged for a short period. 
This is consistent with the results shown in Figure 5.  
 
Using the charge mapping technique, the bipolar charge 
carrier injection has been observed. These new 
phenomenon challenges the existing surface potential 
decay models, which were established based on the single 
layer of charge carries. And interface influence factor 

should be considered in further research on corona charge 
polymeric materials as well.  
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Figure 10: Space charge distribution decay in two layer 
corona charged sample (50µm+50µm, -4kV for 20mins) 

4 Conclusion 

The crossover phenomenon has been experimentally 
confirmed in this study. The surface potential decay is 
determined by several factors: corona voltage, sample 
thickness, charging electric field, charging period, 
polymer interface. The charge mapping technique used in 
the study of surface potential decay in polyethylene films 
is a valuable attempt. This technique provides an 
alternative way to investigate charge decay process and it 
allows monitoring charge migration through the bulk of 
corona charged film. The charge profiles obtained 
strongly suggest that the bipolar charge injection has taken 
place and interface has a special influence on charge 
transfer through the sample. And new surface potential 
decay model is required to explain the charge transport 
processes in corona charged LDPE film.  
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Abstract 

Organic insulation materials are used in a variety of electrical 
apparatus owing to their light weight and good electrical and 
mechanical properties. One failure mode that can exist on 
such insulation is electrical tracking across surfaces, 
particularly those that are contaminated. This can eventually 
lead to electrical failure in the form of a short circuit and 
could pose a fire risk in some systems. For precise 
dimensioning of insulation within equipment, it is necessary 
to understand the mechanisms of electrical tracking as 
influenced by different environmental conditions. This paper 
describes work in which the Comparative Tracking Index 
(CTI) test is used to compare the resistance of various 
insulating materials to electrical tracking at different levels of 
air pressure. The variation of pressure is directly linked to the 
use of such materials in aircraft systems, particularly versions 
that are based on a more electric architecture and operate at 
higher voltages. The experiments have shown that in the 
range of pressures investigated, a lower pressure allows 
tracking damage to initiate at lower voltages and that this 
damage will be more severe for a given value of voltage. 

1 Introduction 

 Electrical systems in the generation of aircraft currently in 
use tend to be a mix of AC and DC. DC systems are typically 
operated at 28 V while the AC system operates at 115 V rms 
(equivalent to 163 V peak phase to earth or 282 V peak phase 
to phase). The use of these voltages has historically provided 
a safe and reliable means of energy transport with the main 
risk being from electrical tracking. With the advent of 
technology such as the More-Electric-Aircraft, there are 
increased electrical power demands on the engines and this 
power must be transmitted across the airframe [1]. The 
increase in electrical power demand is due to the desire to 
eliminate heavy mechanical systems such as air-starter 
pipework and hot-air anti-ice systems. The replacement of 
such systems with electrical alternatives will provide 
significant aircraft efficiency benefits resulting in better 

environmental performance due to reduced fuel 
consumption.[1-3] 
 
To prevent a significant increase in system weight through the 
need to transmit large currents, increased voltages are now 
being used in both commercial and military aircraft. In an 
aircraft there is also a significant tension between the desire to 
have a reliable power system with the need to reduce the 
volume and weight of equipment to the minimum possible. 
The control of surface discharges on items such as connectors 
and circuit boards is an important consideration in this regard.  
While much information is available for the use of organic 
insulating materials at atmospheric pressure, information 
regarding their use at low pressure is limited [4-7]. For 
precise dimensioning of insulation for aerospace applications, 
the performance of insulation materials at low pressures needs 
to be understood. 

This paper deals with the threat to insulation systems those 
results from aqueous contamination being deposit on surfaces 
along which an electric field exists. This can lead to electrical 
tracking. Usually electrical tracking on insulating materials 
results from multiple discharges or small arcs which originate 
from the more conductive areas on the surface of the material 
and extend through the less conductive areas. Those multiple 
discharges or small arcs are described as scintillation.  
 
In more detail, the process can be described as follows. In wet 
contaminated conditions, it is accepted that leakage current 
can easily be generated; meaning that the conductive 
contaminant evaporates as it heats and that small dry areas are 
produced. These formation of these dry-bands were first 
proposed by Obenaus[8]. The voltage across the dry-band 
may be high enough to cause localized breakdown since the 
electrical resistance of the dry band is high. These arcs can 
cause significant damage to the insulation surface and if 
carbonisation occurs can lead to eventual failure of the 
dielectric system.  
 
In this paper, studies of tracking failure on different insulating 
materials at both ambient pressure and 100mbar (roughly 
equivalent to the pressure at 50,000ft) are reported. The tests 
have been carried out using standard CTI test methods 
according to IEC 60112. Through collection of voltage and 
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current data during the test, the mechanism of tracking failure 
is discussed. The relative damages to the organic materials at 
different pressures have been evaluated. The experiments 
have shown that in the range of pressures investigated, a 
lower pressure allows tracking damage to initiate at lower 
voltages and will be more severe for a given value of voltage. 

2 Experimental method 

The test set up conformed to the requirements of IEC 60112. 
Figure 1 shows the circuit diagram used for the test. The 
general arrangement of the test sample and the electrodes 
used is shown in Figure 1.  

 

 
Figure 1 Sketch of the test circuit. 

 
The power source is provided by a 240/3000V 3kVA 50Hz 
transformer. This is fed through a resistor that it set to keep 
the prospective short circuit current at a value of 1A. A 
voltage divider measures the voltage across the test object 
with a further measurement (not shown on the diagram) being 
taken to measure the voltage on the feed side of the 
transformer. A resistive shunt is used to measure the current 
flowing through the test sample. The output of this is 
displayed on an oscilloscope following filtering using a first 
order RC low pass filter set to have a 3dB frequency of 
677Hz.  An overcurrent relay is used to trip the circuit when 
the current flowing in the circuit is above .5A for a period of 
2s. The electrodes, dripping system and test solution are 
placed within an environment chamber which is used to vary 
the pressure from 1000mBar to 100mBar and keep the 
temperature at a constant 20°C. The chamber has internal 
dimensions of 0.6m x 0.6m x 0.6m and is equipped with 
electrical connectors which are used to provide power to a 
peristaltic pump within the chamber and to make the test 
circuit connections..  

 
Copper is used for the test electrodes in this paper. Although 
platinum is specified in the standard, some researchers still 
believed that copper can be more close to the real insulation-
conductors in practice[9] After each test, sandpaper is used to 
clean the copper electrodes. The solution used to wet the 
specimen is a mixture of 0.1% ammonium chloride in de-
ionized water. This has a resistivity of 395Ωm at room 
temperature. The solution is applied in drops that are xml at a 
rate of one drop every 30s (+/-5s). The drops are applied from 
a height of 40mm.  
 

The CTI is defined as the voltage at which the specimen does 
not fail for 50 water drops at the set voltage at 5 sites on the 
specimen. In addition, the sample must withstand a further  
100 drops at 25V less than this value at five additional sites.  

 
In this paper the insulating materials tested were plain circuit 
board (FR4) and ABS (Acrylonitrile Butadiene Styrene 
Plastic). In accordance with the standard, the test specimen of 
the solid insulating material must be at least 3mm thick. This 
was achieved by laminating three 1mm thick circuit boards 
together. The dimension of the samples was 20mm by 20mm. 
 
Data from the tests was recorded using a NI Labview system. 
Voltage and current signals were digitized using a 12-bit data 
acquisition card running at 10kS/s. Stored data included snap 
shots of the actual voltage and current waveforms and 
calculated RMS/peak values that were logged every 0.1s.  
 
3 Experiment results and discussion 

3.1 Testing of FR4 at standard pressure 

FR4 was tested at 1000mBar and 20°C. The voltage was 
gradually increased from 50V and the current / voltages 
measured using the system described. Figure 6 shows the plot 
of peak current values measured during the test period of 30 
minutes. The sample did not fail and no damage was observed 
on the surface of the sample. 

 
Figure 2  Peak current at 50V and 1000mbar for FR4. 

 
The figure 2 shows that with the exception of the first few 
seconds of the test, the current flowing across the sample 
shows a gradual increase. This would suggest a gradual 
increase in the amount of contaminant being deposited on the 
surface of the sample decreasing the resistance between the 
electrodes. In this case, it is concluded that the current flow 
through the contaminant is insufficient to cause evaporation 
(or at least a lower rate of evaporation than the rate at which 
the contaminant is dropped onto the surface). As the test 
progresses, the quantity of liquid between the test electrodes 
increases and the resistance falls. While this will mean that 
the power dissipation in the contaminant will increase, the 
increased surface area of contaminant means that the 
temperature still does not reach boiling point. 
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When the test voltage is increased to 75V, the current trend as 
shown in Figure 3 is different. The current still initially 
increased but then reached a near steady state. In this case, we 
consider that the current flow causes sufficient heating to 
evaporate contaminant at the same rate of replenishment 
leading to a steady state current flow. Again, no damage 
occurs at this voltage since no arcing activity takes place on 
the sample. 

 
Figure 3 Peak current at 75V 1000mbar for FR4 

 
Figure 4 shows us the peak current measured when the 
voltage across the test object was increased to 100V. Spikes 
of current are now observed. These have a peak value that is 
higher than that seen in the previous tests.  

 
Figure 4 Peak current at 100V 1000mbar for FR4 

 
This behaviour is characteristic of mechanisms that will be 
likely to cause tracking damage. Contaminant is being 
evaporated and in doing so will allow arcing to take place on 
the surface of the sample. This test level was the first at which 
damage was seen on the FR4 sample. 
 
Testing at increasing voltages gave similar plots of current 
with the current spikes reducing in width.  
 
We can introduce 4 different models for the aforementioned 4 
different cases as follows. On the basis of the results 
described so far and knowledge of tracking processes, it is 
possible to define the following modes: 
 
• Mode 1 – Insignificant power: In this mode, the current 

flow through the contaminant is too low to heat it 
sufficiently and cause evaporation. A steady increase in 

current flow is seen in the gap as the amount of fluid 
increases. No damage occurs. 

• Mode 2 – Constant current: At a certain voltage, the 
current flow causes sufficient heating to evaporate 
contaminant at the same rate of replenishment leading to 
a stead state current flow. No damage occurs. 

• Mode 3 – Evaporation, arcing and no reignition: 
When the contaminant evaporates owing to a high level 
of heating, an arc occurs in the dry band. Reignition does 
not take place unless reflow of the contaminant takes 
place if the voltage is below Paschen’s minimum. This 
mode would not exist for cases where the voltage 
required to enter Mode 2 was above Paschen’s minimum. 

• Mode 4 – Evaporation and significant arcing: As the 
voltage is increased further, the system voltage allows re-
ignitions of the arc to take place once it has initially 
extinguished. Severe damage is seen.  

3.2 Testing of FR4 and ABS at reduced pressure 

When the same material is tested at the lower pressure of 
100mBar, we see a similar pattern in the plots of current. 
Initially, we see a current that increases as a function of time 
followed by one that levels off. Finally, spikes are seen 
indicating evaporation and arcing. However, the significant 
difference between this case and that of atmospheric pressure 
is that the transitions happen at a lower voltage. This 
correlates with damage being seen on the samples at a lower 
voltage level. 
 
The main reason for this change in behaviour is the change in 
the boiling point and latent heat of vaporization of the 
contaminant solution. The boiling point of the contaminant 
drops from 101.5°C to 54.3°C when the pressure is reduced 
from 1000mBar to 100mBar. This will mean less heating is 
required to cause elevation of the solution temperature to the 
boiling point. This will therefore reduce the voltage at which 
evaporation takes place. In addition, a reduction in the latent 
heat of vaporization will mean that the evaporation process is 
more rapid. A second reason for the more severe damage 
being seen on the FR4 samples could be a change in the 
voltages at which reignition of any arcing takes place.  
  

3.3 Visual evidence of damage 

 
Work by other authors on the failure of organic insulating 
material samples exposed to discharges state that they more 
readily fail at low pressure than when they are at atmospheric 
pressure [6, 10]. Table 1 below clearly demonstrates the 
influence of lower pressure on tracking on the FR4 samples. 
The pictures are the physical evidence of a lower voltage 
being required to initiate tracking. In addition, damage is 
more severe at lower pressures, possibly due to the lower 
latent heat of vaporisation of liquids at low pressure and 
hence the longer time available for arcing. 
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Table 1. Comparison of the damages on plain circuit board 

during the period of 50 drops contaminant solution 
  
ABS has also been tested as part of this work. ABS is initials 
for Acrylonitrile Butadiene Styrene Plastic. ABS is a two 
phase polymer blend. A continuous phase of styrene-
acrylonitrile copolymer (SAN) gives the material rigidity, 
hardness and heat resistance. The toughness of ABS is the 
result of sub-microscopically fine polybutadiene rubber 
particles uniformly distributed in the SAN matrix. Because of 
the good balance of the properties, ABS has been widely in 
electrical equipment. The current profiles observed when 
testing ABS were similar to those seen when testing FR4. 
However, while the damage started at a lower voltage at 
lower pressures, more severe damage occurred at atmospheric 
pressure as is shown in Table 2. This finding needs to be 
investigated further. 
 

 
Table 2. Comparison of the damages on ABS during the 

period of 50 drops contaminant solution 

4. Conclusion 

 
The use of the IEC 60112 test procedure has allowed the 
examination of the relative tracking performance of FR4 and 
ABS at reduced pressures such would be found in an 
aerospace environment. The work has shown that the change 
in the boiling point of the liquid has a significant impact on 
the tracking performance, damage being instigated at a lower 
voltage at lower pressures. Increased levels of damage have 
been seen at lower pressure in FR4 but at higher pressures in 
ABS. This may be due to different mechanisms of 
decomposition taking place but these needs to be more clearly 
understood.  

5. Future work 

 
In the future, further analysis of the voltage and current 
waveforms collected simultaneously with the data shown in 
the paper will be carried out. It is hoped that this along with 
thermal modelling of the process and observation of the 

tracking mechanism using an infra-red camera will yield more 
useful information about tracking over insulating surfaces.  In 
terms of minimizing dimensions of insulation for aerospace 
applications, this work will be used to adjust the creepage 
distance recommendations contained within IEC 60664[11].  
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