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ABSTRACT
Considerable effort has been devoted within the design research community to understanding the structure of design processes and their development for different design problems. Whilst much work has examined the impact of design goals upon the structure of a design process, less attention has been paid to the role that design resources can play. This paper describes an experiment directed towards gaining an understanding of the impact that both active resources (which perform design tasks) and passive resources (which are used by active resources) can have upon design process structure. Main outcomes from the experiment were the conclusive identification that resources can significantly impact design process structure and a number of examples of how these impacts manifest themselves. The main conclusion of the paper is that given the sizeable impact resources can have upon process structure, there is a considerable need to obtain a greater understanding of these impacts to facilitate the development of techniques that can support design process definition based upon an understanding of the design resources being used to solve a design problem.
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1 INTRODUCTION
Within the field of design research, considerable effort has been devoted to understanding the nature of design as a reasoning process directed towards problem solving [1]. At an abstract level such reasoning has been considered in terms of whether it is deductive, abductive, or inductive in nature [2]. Conversely reasoning has been considered at a more detailed level in terms of understanding the specific problem solving approaches employed during design. The study of analogical reasoning, in which experiential knowledge is recalled and adapted to solve design problems [3], and constraint-based reasoning, in which reasoning is performed over constraints that impinge on a design problem [4], represent two such examples of understanding reasoning at this eartherier level of detail in which greater emphasis is placed upon what the design process structure is: i.e., of what does it consist.

Reyment et al. [5] consider a design process as a finite sequence of a number of activities that if completed will satisfy a design goal or set of goals in which design tasks are descriptions of the current design situation and the design goal. Design activities are the means by which design tasks are performed, thus the execution of activities represents transitions from one state to another on a path towards meeting a design goal, and obviously for different types of reasoning different activities will be undertaken. Along similar lines, Duffy [6] defines a design process as consisting of a number of tasks (each of which can contain one or more activities) that are performed in a specific order to satisfy a design goal, and provides some clarification on the distinction between goals, activities, and tasks (Figure 1). A design goal reflects a desire or need. An activity is a physical or cognitive action that creates an output from a set of passive resources which are used by active resources to produce the outputs that should satisfy the design goals. Thus a finance manager (active resource) might analyse (activity) market data (passive resource) to identify potential markets for exploitation (output) to increase the financial performance of a company (goal).

As will be discussed in Section 2, the impact of design goals on the structure of the design process has received much attention within the design community, in which the focus has been on ensuring that the design process is capable of achieving the design goals. However, less attention has been paid to the impact that resources (both passive and active) can have on process effectiveness, and how they should impact the structure of the design process. This paper presents the results of an experiment
investigating the impact that resources can have upon the structure of design processes. Following this introduction, Section 2 presents a review of research efforts in the area of design process development. Section 3 outlines the scope and methodology of the experiments, and is followed in Section 4 by a summary of the experimental results. These results are subsequently discussed in Section 5, before some final concluding thoughts on future research directions are proffered in Section 6.

![Design Task Diagram](adapted from [6])

**Figure 1: A design task (adapted from [6])**

### 2 LITERATURE REVIEW

A number of different design systems and methods have been developed for assisting the design of design processes. These vary both in terms of the detail to which processes are defined as well as the scope considered in so doing. For example at one extreme lie systems that indicate what the design process may look like, whereas at the other the design process is defined in significant detail in terms of tasks and their active and passive resources, goals, activities, and outputs. An example of the former stems from research performed on managing the propagation of design changes within systems under design [7]. Such methods do not explicitly state a design process, but rather can be used to determine the order in which elements of the system should be designed to effectively manage the propagation of design changes thereby simplifying the design process. Design processes are not provided by such approaches, but they do provide process related information in terms of what needs to be designed and in what order.

At a more detailed level, approaches have been developed to support the development of design processes in which this development is undertaken in real-time in response to the wicked nature of design where development of the design process and the design solution are linked and occur in tandem [8]. Multiple techniques have been applied to achieve such incremental, real-time, process development, and use the status of the design solution with regard to the design goals as the driver behind process development. Case-based reasoning [9][10] is one technique that has been applied, in which a design solution is evaluated in its current form against design goals to identify necessary design “repairs” that need to be executed to ensure these goals are met. Subsequently, experiential design knowledge (i.e., a design case) is recalled that typically takes the form of processes that need to be executed to successfully achieve the repair. In contrast, MYCIN [11] adopts a rule-based approach to determine its next step to ensure that its solutions (treatments for blood infections) meet their goals. These approaches focus on using the design goals and status of a design solution relative to those goals during the development of the design process. Further research efforts have sought to initiate an embryonic understanding of the effect that resources can have on the structure of the design process. Typically such research has focused on scheduling design processes in terms of which resources should perform certain tasks, and when these tasks should be performed given resource availability. Genetic algorithms have been adopted for such design process scheduling problems, and seek to optimize resource allocation to predefined design tasks [6][12]. Such determination of the design process structure (in terms of its resource scheduling and task ordering) need not necessarily be done in advance of the design process starting, but can be undertaken incrementally in real-time [13]. Other approaches used in a similar vein include simulated annealing [14] and Tabu search [15]. It is worth noting that much research has been undertaken within the manufacturing research community in support of manufacturing process optimisation [16] through the application of both knowledge lean (such as genetic algorithms) and more knowledge intensive (such as model-based [17] and rule-based [18] reasoning) approaches.

However, with regard to research on designing the design process, two issues stand out:
Firstly, research efforts examining the impact of resources on the structure of design process are largely restricted to scheduling of pre-defined tasks. Thus given the availability and capability of resources, design processes can be scheduled accordingly but the actual design tasks are specified prior to scheduling. They remain the same but their order of execution may change.

Secondly, although research efforts support the incremental, dynamic definition of design processes in response to the status of a design solution with regard to its design goals, such approaches include little (if any) consideration of resources within their reasoning process. Rather the assumption is made that the resources required to perform the identified tasks exist. Thus, greater effort is required to understand the impact that resources can have upon the design process structure. This can subsequently lead to the development of techniques that incorporate this understanding into their reasoning process during the development of design processes such that the design tasks are suited to the resources available for solving the design problem. The remaining sections of this paper detail an experiment that seeks to identify the impacts that resources can have upon design processes.

3 SCOPE AND METHODOLOGY

The experimental scope focused upon investigating the following two research questions, both of which are concerned with understanding the impact of resource features upon the design process:

RQ-1: How can a design process be affected by dynamic variations in passive resource availability within a design situation?

RQ-2: How can a design process be affected by the level of expertise associated with active resources?

There were two restrictions on the experimental scope. The first of these was that the design situation under examination was restricted to consideration of a group of designers working together in a co-located manner, thus distributed design issues were not considered. Secondly, the experiments were restricted to consideration of "domain novice" and "domain experienced" designers only, and expert designers (characterized by high levels of domain knowledge) were not considered. For the experiment, domain novice designers were defined as being experienced decision-makers, but not within the experiment's design domain (the experimental scenario is discussed in greater detail in Section 3.1). Domain experienced designers were defined as having reasonable experience of making decisions within the experiment's design domain.

The methodology adopted for the experiment focused on using an observational analysis of two role-play exercises into which experimental resource variables were introduced. For the role-plays a network of design resources was defined in which voluntary participants assumed the role of active resources (i.e., designers) with a number of passive resources (i.e., information resources) at their disposal (Figure 2). As highlighted in Table 1, to examine the effect that dynamically changing passive resources had upon the design process (RQ-1), the availability of the information resources within the network was varied in a controlled manner during the role-play execution. To examine the effect of domain knowledge levels upon the design process (RQ-2), the role play was executed several times, each time using participants with different levels of general knowledge concerning the relevant design domain. Section 3.1 provides details of the scenario used within the role-play, while Section 3.2 describes in greater depth the experimental methodology.

Table 1: Experimental variables

<table>
<thead>
<tr>
<th>Research question</th>
<th>Associated experimental variable</th>
</tr>
</thead>
<tbody>
<tr>
<td>RQ-1 (impact of passive resource)</td>
<td>Availability of passive (information) resources</td>
</tr>
<tr>
<td>RQ-2 (impact of active resource)</td>
<td>Domain knowledge of role-play participants</td>
</tr>
</tbody>
</table>

3.1 Scenario

Based within the naval defence domain, the role-play centred on a multi-organisational coalition designing a repair plan for a naval vessel. This coalition consists of a number of different organizations that, as a single unit, provide routine maintenance support for a class of naval vessels (which is a common arrangement within the naval defence industry). These coalitions have defined processes, supply chains, communication channels, facilities, etc. Although their primary purpose is for routine maintenance, they are in theory capable of extending themselves to supporting non-routine maintenance. The scenario used in the role-play was such an example of a coalition being extended.
into slightly unfamiliar territory in the sense that it was being asked to design a ship repair plan that lay outside its normal maintenance remit: i.e., the design was not "routine" in nature.

For the purposes of the role-play, a simplified coalition and a design network were defined (Figure 2). The coalition was comprised of three organizations:

- Organisation A: An industrial project management organization, whose primary purpose was to facilitate and manage the coalition.
- Organisation B: The vessel owners, who own and operate the class of vessels.
- Organisation C: An industrial production company specialising in maintaining naval vessels.

Within the role-play exercise, roles existed for four participants. One role represented Organisation A and essentially acted as a Project Manager (PM\textsubscript{A}) throughout the exercise. There were two representatives from the customer (Organisation B), one of whom was the joint Head Partner (HP\textsubscript{B}) of the coalition together with the PM\textsubscript{A} from Organisation A. The other customer representative was the Project/Finance Representative (PFR\textsubscript{B}) whose responsibilities were to ensure that the vessel in the scenario (Vessel V) was repaired on time at a reasonable cost. The final member of the quartet was a project/production management representative from Organisation C (PrR\textsubscript{C}), whose role focused on providing technical input on production matters. Each of these roles had access to a number of passive resources (information) that they could call upon during the role-play execution (Figure 2).

### 3.2 Processes used

Before commencing the role-play, the participants were presented with a briefing pack containing information on the design problem, their role within the coalition, information resources to which they had access, and what they were expected to design – which was a repair plan for the vessel and a list of risks associated with their designed plan. They were then given two hours to complete the exercise, and were observed throughout those two hours.

To determine the impact of varying passive resource availability (RQ-1), the technical information resource (highlighted in Figure 2) was removed from the design network prior to the commencement of the role-play, thus the participants had no access to it. This resource contained significant levels of technical information that was highly relevant to the design problem (for example it had details of possible repair procedures, associated times and costs, etc.) The participants were asked to proceed without access to this resource and then after approximately thirty minutes the resource was made available to the participants. Prior to and after introduction of this resource, the participants design process was monitored to determine the types of design tasks they were performing, the interaction between the participants, and the design decisions they were making. To investigate the effect of the active resources' domain knowledge levels on the design process (RQ-2), the role-play was executed.
twice. The first time, domain novice participants assumed the roles, and for the second execution domain experienced participants assumed the roles. This resulted in the generation of four data sets containing the design process data:

- **DN_{NTR}** – Data set for domain novice participants with technical resource absent
- **DN_{TR}** – Data set for domain novice participants with technical resource present
- **DE_{NTR}** – Data set for domain experienced participants with technical resource absent
- **DE_{TR}** – Data set for domain experienced participants with technical resource present

Each data set consisted of observed decision, task, and interaction timelines. The decision timelines listed the decisions made, a description of each decision's content and type, and the times they were made. The task timelines listed the design tasks that were observed and included details of the fundamental nature of the tasks performed, their motivation, the methods adopted during their execution, their outcome, the persons performing them, and their duration. The interaction timelines detailed which roles were interacting with each other, the subject of the interaction, how long these interactions lasted, when they occurred, and the relative dominance of each role within the interaction. These data sets (each covering approximately two hours of design activity) were compared (Figure 3) to identify how the variables affected the design process.

**Figure 3: Analysing the data sets to obtain answers to the research questions**

### 4 RESULTS AND OBSERVATIONS

This section presents the results from an analysis of the role-play data sets. The significant size of these four sets prohibits their full presentation, so instead selected results and observations with respect to research questions RQ-1 and RQ-2 are described. Whilst the role-play paradigm is limited by its dependence on the character of those assuming the roles, a number of tangible effects caused by resource availability and domain knowledge were still positively observed.

#### 4.1 Results and observations on the effect of passive resource availability (RQ-1)

Passive resource availability had a number of interesting effects on the design process. Consider for example the decision timeline for the first role play execution (DN_{NTR} and DN_{TR} data sets), which involved the domain novice participants (Figure 4). A particular point of interest was that without the technical information resource within the network, few design decisions were actually made. In the first half hour of the exercise (when the technical information resource was not present), three decisions were made but once the resource was provided, the number of decisions made in the next half hour increased to seven (Figure 4). Prior to the information resource entering the network, a fairly abstract level of decision-making existed that had little focus. There was a lot of general discussion (which is to be expected at the start of an activity while everybody tries to get to grips with the problem) but there was no real design strategy in place at this stage. Essentially the discussion was not in a form significantly directed towards creating design outputs.

However, resources existed within the network that would have allowed them to progress their decision-making to a deeper level, whereby they could have started to identify what repair tasks would be involved in repairing the ship and make decisions about those tasks. For example, one available resource within their briefing material was a drawing of the ship’s damaged drive arrangement – it was this drive arrangement for which a repair plan was to be designed. A possible approach could therefore have been to interrogate the drive layout drawing to identify:

- The components that had to be removed to allow access to and removal of the shaft.
- The order in which the components needed to be removed and replaced.

Indeed, interrogation of the drawing resource could have helped in the identification of up to eleven basic tasks and the order in which they would need to be done. This could then have provided a focus to their decision-making as they could have started to ask specific questions related to for example
how long a certain repair task might take and what resources are required for it, to which answers could have been obtained from other resources within the network. It was only upon introduction of the technical information resource (which contained this type of information) that the participants began to make design decisions regarding the repair plan, and it was the information resource itself that spurred on this decision-making and resulted in a significant change to the types of design tasks being performed and the types of design outputs that were created (Figure 5).

Figure 4: Decision count prior to and after introduction of the technical resource

Upon introduction of the technical information resource, the fundamental nature of the design process changed from being abstract to detailed, and the participants began to address the specifics of the problem at hand (Figure 5). Indeed the number and depth of design decisions they made increased. Their decision-making changed from being brainstorming with some limited, qualitative consideration between whatever design options they generated, to one that was based upon selection from a defined set of alternatives contained within the technical information resource. Evaluation was quantitative in nature, focusing on numerical calculation and comparison. Thus the design decision-making moved from being loose to something more appropriately focused to the problem at hand and began to produce a greater number of detailed design outputs and more informed design decisions.

A further noticeable effect of the introduction of the technical resource was the change in the manner in which the four designers interacted with each other. Figure 6 presents the interaction timelines for the PM_A and HP_B roles. Figure 6a illustrates the interaction between the PM_A and the remaining three roles for the first forty five minutes of the role-play, and Figure 6b illustrates the same for the HP_B role. Interaction levels are measured on an ascending scale of 0 to 3, where 0 signifies there was no interaction between the two roles and 3 that interaction levels were high. As the figure illustrates, prior
to the introduction of the technical information resource at thirty minutes, the interaction levels between the four designers were reasonably equal and consistent, but this changed considerably once the technical information resource became available. Immediately upon introducing the resource into the network, the PrR<sub>C</sub> and PM<sub>A</sub> (who were the only designers granted access to this resource) actually removed themselves from any active "designing" for a period of time (approximately five minutes) while they studied this new resource, and the design environment was reduced from four to two active reasoners (the PFR<sub>B</sub> and the HP<sub>B</sub>), who carried on with the abstract discussions that had characterised the design process up to that point.

The introduction of the technical information resource introduced information overload to the participants, so much so in fact that the PrR<sub>C</sub> actually expressed a desire to remove himself from active decision-making such that the content of the information resource could be absorbed, saying “Can I take a bit of time out to go through this and analyse what each option involves?” Thus the immediate impact of adding in the resource was that the number of active reasoning resources was reduced from four to two as a result of information overload. After a short interval of five minutes though, the PrR<sub>C</sub> and PM<sub>A</sub> began to discuss the information together. A third effect occurred when the PrR<sub>C</sub> and PM<sub>A</sub> rejoined the decision-making process at the forty minute mark. When they did so, they joined together effectively as a mini-team within the network and began to drive the design process forward and to dominate the activity. The PM<sub>A</sub> and the PrR<sub>C</sub> assumed a greater level of involvement in the design process and worked much more closely together for the remainder of the role-play. The HP<sub>B</sub> role was diminished in terms of the level of contribution made, as was the case for the PFR<sub>B</sub>, and at times the HP<sub>B</sub> and PFR<sub>B</sub> were not always aware of what the PM<sub>A</sub> and PrR<sub>C</sub> were doing. Thus the introduction of the technical information resource had a significant impact on the nature of the interactions and dominance of certain roles within the design process.

4.2 Results and observations on the effect of varying domain knowledge levels (RQ-2)

The experiments similarly revealed a number of interesting effects caused by varying levels of domain knowledge. Figure 7 illustrates the number of design decisions for both role-plays prior to the introduction of the technical resource. The figure indicates that the design process of the domain experienced designers was more robust to the absence of the technical resource, and they were able to progress the development of the design solution and make design decisions within a shorter timeframe. For example, within twelve minutes they were making decisions that the bearings within the drive arrangement of the vessel were to be replaced and that the preferred option would likely be to repair the drive propeller rather than replace it. The earlier addressing of these design decisions was in direct contrast to their domain novice counterparts who did not start to make these types of design decisions until after the introduction of the technical information resource. Indeed, the domain experienced participants were able to complete the entire exercise in a shorter time (one hour thirty-five minutes) than their domain novice counterparts, who took over two hours (Table 2).

There were further instances where the general domain knowledge of the experienced participants appeared to assist the design process. For example, when the information resource was added, general domain knowledge was used to prevent information overload from occurring. The participants were
able to quickly evaluate some of the options as being more or less favourable than others. The most notable example of this occurred when they discarded the idea of repairing a bearing almost instantaneously. This had been decided prior to the information resource being introduced but when the technical resource indicated this as an option, they disregarded it without any significant discussion on the matter. The domain novice decision-makers did however spend several minutes evaluating whether or not to mend or simply replace the bearing.

![Figure 7: Accumulative decision counts for both role-plays (DN
NTR and DE
NTR data sets)](image)

<table>
<thead>
<tr>
<th>Role-play run</th>
<th>Duration</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 (domain novice decision makers)</td>
<td>2 hours, 16 minutes</td>
</tr>
<tr>
<td>2 (domain experienced decision makers)</td>
<td>1 hour 30 minutes</td>
</tr>
</tbody>
</table>

Table 2: Comparison of timelines for role play runs 2 and 3

Overall the design process of the domain experienced participants was more structured than that used by their domain novice counterparts, and they were less affected by the introduction of the technical information resource (Figure 8). They identified early on within the exercise the type of decisions that were required and were able to identify possible solutions to those design decisions, neither of which were achieved by the domain novice participants until the technical resource became available. However the design process was not sufficiently structured in terms of defining these decisions and their associated design tasks as reasoning was still qualitative in nature. It was only when the resource was present that the design process structure matured (as illustrated by ADJUSTMENT_E in Figure 8) such that the tasks being performed allowed reasoning at a deeper level of detail that included for example quantitative assessment of design options.

![Figure 8: Design process structure adjustments for domain novice (N) and domain experienced (E) participants in response to addition of technical information resource](image)

An additional feature common to both sets of decision-makers was that neither decided upon a specific design process. The decision timelines illustrated that decisions were made regarding both the decision problem (i.e., how should the ship be repaired) and the design process (i.e., what should our design tasks be). Neither group defined the list of design tasks that they would perform, who would perform them or how they would be executed. Indeed it was common to make such "process" decisions in a reactive fashion, i.e., when they had to be made. Examination of the decision timelines highlighted that process decisions were on occasion revisited at a later stage of the process. For example, the novice decision-makers adopted a "worst case" design strategy and refined it on six occasions at later stages of the design process. Thus the decision process was a dynamic one that was itself subject to change, in which some new process decisions were made and earlier ones refined. A related aspect observed during the role-plays was that when process decisions were altered the participants had difficulty relating that change back to earlier problem decisions that had been made on the basis of the
original (or unaltered) process decisions. For example, the novice participants continually made decisions in which they refined the definition of the worst case strategy they were adopting (Figure 9). When, during decision D23, they updated this strategy from that originally determined by decision D13, they did not immediately recognize that design decisions D14 and D18 (that were dependent on D13 and thus also D23) needed to be re-checked. Rather, decision-making continued without the realization of the possible effect this decision update might have had.

**Figure 9: The observed dynamic nature of decisions**

### 5 DISCUSSION

Section 4 listed some of the results and observations obtained from the observational analyses. The focus of this section is to phrase those results within the context of the two research questions driving the experiment (see Section 3) and develop an understanding of the different types of support required when developing design processes to ensure their success with respect to the available resources.

RQ-1 was concerned with identifying the impact that dynamic availability of a passive resource could have on the design process. As Table 3 illustrates, adding in the information resource during the role-play was found to have a number of significant effects on the design process, some of which were advantageous, others not so. Specific changes observed during the role-plays were discussed in Section 4, but can be summarized as:

- The level of structure and focus of the design process increased in response to the introduction of the passive resource, as evidenced by:
  - Greater numbers of design decisions being made.
  - The increasing level of detail at which design decisions were made.
  - The change in the nature of design tasks from being generative (based upon brainstorming) to those that were based upon selection from identified design options contained within the technical resource.

- When the technical information resource was absent, available passive resources were underused, whereas information overload became an issue after its introduction.

- The manner of interactions between the reasoning resources altered upon introduction of the passive resource and became unequal – some participants had a very clear idea of their role, others less so. Prior to the resource introduction, the interactions were reasonably equal.

In terms therefore of providing support for the definition of the design process in the face of changing passive resource availability, three requirements have been identified:

1. There is a need to develop techniques that can identify if the loss or addition of a passive resource does impact the design process. As the results presented in Section 4.1 indicated, passive resources have the potential to impact significantly upon design processes, in terms of for example the interaction between designers within a design process and the depth of detail to which design decisions are made. However, it is important to note that the impacts listed in Table 3 are not universal (as will be discussed in the following bullet point) and that for different design situations such impacts will vary.
2. There is need to develop techniques that can determine what the impacts will be of passive resource changes. As mentioned in bullet point 1, the impacts observed in these experiments are not universally applicable but serve to demonstrate that passive resources can have a significant impact on design. There are a number of variables that can contribute to the determination of the impacts caused by a change in passive resource availability, including the nature of that resource, the design problem, the current status of the design, and so on. Although the ultimate impact may be upon the ability of the design process to satisfy the design goals driving it (e.g., in terms of timeliness, quality, etc.), it is necessary to identify which tasks within the process are directly and indirectly affected by the resource change, such that subsequently these impacts can be handled.

3. There is need to develop techniques that can handle any identified impacts through restructuring the design process, for example through introducing new design tasks (and possibly deleting existing ones) or modifying existing tasks (in terms of their activities, or possibly through using alternative resources) that can account for the identified impacts. In addition, such techniques would need to able to exploit advantageous as well as redress disadvantageous impacts (e.g., the introduction of the information resource had a positive impact that was exploited by the participants within the role-plays).

Table 3: Summarised observations on the influence of passive resources

<table>
<thead>
<tr>
<th>Observed information-lean design characteristics</th>
<th>Observed information-rich design characteristics</th>
</tr>
</thead>
<tbody>
<tr>
<td>High levels of abstraction</td>
<td>Decisions made at a deeper level of detail</td>
</tr>
<tr>
<td>Generative design tasks prevalent</td>
<td>Selection design tasks prevalent</td>
</tr>
<tr>
<td>Unstructured design process</td>
<td>Somewhat structured design process</td>
</tr>
<tr>
<td>Few design decisions made</td>
<td>Higher numbers of decisions made</td>
</tr>
<tr>
<td>Equal interaction levels</td>
<td>Unequal interaction levels</td>
</tr>
<tr>
<td>Under use of available passive resources</td>
<td>Information overload becomes a problem</td>
</tr>
</tbody>
</table>

The second research question (RQ-2) focused on investigating the impact of active resource domain knowledge levels on the design process. Again, this was found to have a significant effect upon the design process and specifically greater levels of domain experience were found to be advantageous in defining the structure of a design process. Specific effects observed during the role-plays were discussed in Section 4.2, but can be summarized as (Table 4):

- The domain experienced designers were more robust to the changing availability of the technical information resource, were not as highly dependent upon it as the novice designers, and were able to make quicker progress with development of the design solution. The introduction of the resource did still affect their design process and pushed it to a yet greater level of structure, thus they were not entirely immune to its presence or absence.
- The experienced designers had a more structured design process than their novice counterparts, and were able to identify in advance the types of design decisions they would have to make. It is worth noting however that they did not fully define the structure of their design process
- The experienced designers often called upon their experiential knowledge to quickly evaluate relevant information and design options.

Table 4: Summarised observations on the influence of passive resources

<table>
<thead>
<tr>
<th>Observed novice-designer characteristics</th>
<th>Observed experienced-designer characteristics</th>
</tr>
</thead>
<tbody>
<tr>
<td>High levels of abstraction</td>
<td>Design decisions made at a deeper level of detail</td>
</tr>
<tr>
<td>Unstructured design process</td>
<td>Somewhat structured design process</td>
</tr>
<tr>
<td>Progress of design development was slow</td>
<td>Quicker design development progress</td>
</tr>
<tr>
<td>Difficulty identifying required design decisions</td>
<td>Able to identify decisions that need to be made</td>
</tr>
<tr>
<td>Under-use of available resources</td>
<td>Domain knowledge used to prune options</td>
</tr>
</tbody>
</table>

In terms therefore of providing design support in the face of varying active resource domain knowledge, there is a need to develop tools that can support the design process definition based upon an understanding of the capability of the active resources. As Figure 10 illustrates, the level of design support required reduces as domain experience increases. Whereas analysis of the role-plays
illustrated that the novice designers required support to develop the design process structure in terms of defining the design decisions that had to be made, the tasks that needed to be performed, the definition of those tasks (in terms of goals, resources, and outputs), etc., the domain experienced designers required less support but still needed assistance in terms of developing the structure of the design process tasks (in terms of their activities, goals, and resources) to ensure that they could generate outputs to satisfy the overarching design goals. The experiments outlined in this paper did not seek to define the nature of the relationship between domain knowledge and design process development support, but rather to establish the existence of a relationship. A greater understanding of its nature, whether it be linear or non-linear (as indicated in Figure 10) would be an important focus of work within the development of techniques to support the definition of design process structure.

6 CONCLUSION

While much research within the design community has sought to focus upon understanding the nature of the design process and the impact of design goals upon its structure, less attention has been paid to the impact that resources can have. Detailed within this paper are the main findings obtained from an experiment aimed at developing a greater understanding of such resource impacts. The impact of both active and passive resources on design processes has been examined through an observational analysis involving a role-play into which the following experimental resource variables were passed: the availability of a passive resource (in this case a technical information resource), and the level of domain experience of active resources (i.e., designers of differing experience levels).

The significant outcome from this experiment was confirmation that active and passive resources do have the capacity to affect the structure of the design process. Within the role-plays, both the availability of the technical information resource and the level of domain knowledge of the designers had a significant impact, thus indicating that both active and passive resources can affect the structure of the design process. The addition of the technical information (passive) resource had a generally positive impact, causing designers to modify their current design process to take advantage of its availability. The domain knowledge levels of the active resources also impacted the design process, where higher levels of knowledge had a positive impact. Therefore having established that resources can affect the design process, further research is required to develop a greater understanding of the fundamental nature of the relationship that exists between resources and design processes. Once obtained, this understanding can be used to develop techniques for supporting the development of design processes that incorporate an understanding of the resources being used to solve design problems.
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