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Abstract— This paper presents the procedure and results of a 

performance study of a miniature laser range scanner, along with 

a novel error correction calibration. Critically, the study 

investigates the accuracy and performance of the ranger sensor 

when scanning large industrial materials over a range of 

distances. Additionally, the study investigated the effects of small 

orientation angle changes of the scanner, in a similar manner to 

which it would experience when being deployed on a mobile 

robotic platform. A detailed process of error measurement and 

visualisation was undertaken on a number of parameters, not 

limited to traditional range data but also received intensity and 

amplifier gain. This work highlights that significant range 

distance errors are introduced when optically laser scanning 

common industrial materials, such as aluminum and stainless 

steel. The specular reflective nature of some materials results in 

large deviation in range data from the true value, with mean 

RMSE errors as high as 100.12 mm recorded. The correction 

algorithm was shown to reduce the RMSE error associated with 

range estimation on a planar aluminium surface from 6.48% to 

1.39% of the true distance range.   

 
Index Terms— Laser Radar, Sensor Characterization, Signal 

Processing 

I. INTRODUCTION 

ith a concerted and growing emphasis on human safety 

[1] and the environment [2], greater information is 

required on the current state and condition of the world 

infrastructure. Higher operational demands such as greater 

working loads and longer working lifetimes [3], coupled to 

reduced capital investment in replacement designs has exerted 

greater strain and stress on numerous components, critically 

affecting their condition and safe working lifetime [4] .  

To ensure that infrastructure owners, operators and planners 

have sufficient information readily available to them regarding 

the state and condition of their asset, numerous advances and 

developments have been demonstrated in the field of Non 

Destructive Evaluation (NDE) [5-10].  

The integration of NDE techniques and robotic inspection 

platforms, offer performance and coverage benefits but 

 
Manuscript received June 9, 2016: revised August, 2016.Accepted for 

publication August, 2016. 
This work was supported in part by the Engineering and Physical Sciences 

Research Council and forms part of the core research programme within the 

U.K. Research Centre for NDE. 
C. N. Macleod, R. Summan, S. G. Pierce, and G. Dobie are with the Centre 

for Ultrasonic Engineering, Department of Electronic and Electrical 

Engineering, University of Strathclyde, Glasgow G1 1XW, U.K. (e-
mail:charles.macleod@strath.ac.uk;rahul.summan@strath.ac.uk, 

s.g.pierce@strath.ac.uk; gordon.dobie@strath.ac.uk; 

present significant positional requirements in terms of path 

planning, obstacle avoidance, defect localisation and 

quantification. When considering path planning and obstacle 

avoidance, incorrect and inaccurate robot, object, sensor or 

defect positions can result in incorrect decisions and 

potentially dangerous situations. Increased positional 

uncertainty accentuates the problems of remote structural 

inspection from two perspectives. Firstly, the location of a 

defect in the structure is important, with increased positional 

uncertainty leading to increased error in detection of defect 

locations. Secondly and more importantly, is that many NDE 

modalities require a carefully controlled stand-off distance 

from the surface for accurate defect detection and sizing [11-

13]. A further challenge of NDE based localisation is that the 

typical environments into which platforms are deployed differ 

substantially, in terms of core materials and surfaces, to those 

discussed in localisation literature [14]. Materials such as 

carbon and stainless steels, aluminium, concrete and certain 

plastics are commonly utilised in dark, damp, humid, high 

temperature and potentially radioactive conditions [15]. 

When operated in areas with zero or limited a priori 

knowledge of the structure, robotic vehicles must rely on on-

board sensors to determine pose. Range sensing of distance to 

nearby objects is a well-established method utilised in robotic 

applications for obstacle avoidance and mapping [16-18]. 

Signal processing techniques and algorithms such as 

Simultaneous Localisation and Mapping (SLAM) [19] utilise 

such sensor data to develop 2D and 3D models of the 

surroundings. From these models maps can be constructed, on 

and off-line, to generate path plans, to firstly reach the region 

of interest and secondly to scan and inspect the desired area.  

Range sensing for robotic scanning applications has been 

investigated utilising ultrasonic [20], visual [21,22], and laser 

based sensing modalities [23]. Although commonplace in 

research applications, significant uncertainty with regards to 

sensor accuracy still exists in industrial scenarios [14, 24, 25].  

Of all such technologies laser based mapping has undergone 

the greatest research, development and deployment based on a 

metrics such as performance, accuracy, ease of operation,  

[26,27] and it being a “range bearing” system which makes 

range and bearing immediately available, unlike cameras 

which require comparably more processing. Single point range 

estimation can be undertaken by the reflection of a transmitted 

beam from an object placed within the line of sight of the 

emitted beam. 2D plane scanning can then be developed by 

the movement of such a single beam in a planar manner. 3D 

scanning can be further achieved through movement of such a 

2D system in the final axis [28]. Research has investigated 2D 

laser based range scanning for applications such as object 
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tracking [29], obstacle avoidance [30-32], mapping [33, 34], 

localisation [35, 36] and feature extraction [37-39].  

II. LASER RANGE FINDING 

Traditional Laser Range Finders (LRF) typically utilise either 

Time of Flight (TOF) or Amplitude Modulated Continuous 

Wave (AMCW) phase shift to determine the distance to 

objects [40]. The former as its name suggests measures the 

time of flight of an emitted pulse to return and from 

knowledge of the speed of light the distance to the reflecting 

surface can determined. AMCW phase shift measurement 

utilises the phase difference between the transmitted and 

object reflected beam to calculate the sensor to surface 

distance (SSD) as shown in Equation 1 [41]. 

 

𝑆𝑆𝐷 =
𝜙𝑣

4𝜋𝑓
        (1) 

 

Where SSD is the Sensor to Surface Distance in mm, ϕ is the 

phase difference in radians, v is the speed of light in mm/s and 

f is the modulation frequency in Hz.  

A challenge associated with phase measurement is the task 

of handling and detecting cyclic changes greater than one 

period with a single wave strategy [41]. Thus typically 

alternate modulation frequencies are deployed on the 

transmitted output wave to circumvent this [41].  

One such sensor that utilises AMCW phase measurement 

and commonly used for robotic range measurement is that of 

the Hokuyo URG-04LX. This is due to its small form factor 

(50x50x70 mm), low mass (170 g) and documented 

specification [41].  

III. HOKUYO URG-04LX 

Developed specifically for robot platform navigation 

applications, the Hokuyo URG-04LX, features a 785nm Class 

1 laser scanning a maximum 240° sweep angle, with an 

angular resolution of 360/1024° and a quoted maximum range 

of 4095 mm. Accuracy is quoted as ±10 mm at range distances 

of up to 1000 mm and rising to ±2% of the total distance for 

the remainder of the range scale.  Two alternate modulation 

frequencies (46.55 and 53.2 MHz) are employed on 

transmitted light beams, while two ADCs sample the received 

optical beam for subsequent digital phase difference 

measurement [41]. A simplified scanner model is shown in 

Fig. 1. The infrared laser projects downward to an inclined 

mirror mounted on an optically encoded rotary stage, resulting 

in a horizontal output beam.  The returning beam is focussed 

on another inclined mirror and converted to a vertical beam 

for reception on the horizontal faced photodiode.   A brushless 

motor rotates the rotary stage, with position feedback provided 

by an optical encoder. An Application Specific Integrated 

Circuit (ASIC) features two ADC’s, motor position 

measurement control electronics and frequency specific clock 

and timing signals necessary for operation. RS232 and USB 

communication buses are available and offer the potential of 

real time data transmission and capture. A proprietary Hokuyo 

ASCII based communication protocol exists codenamed 

Scanning sensor Command Interface Protocol (SCIP) to allow 

control of sensor operation and features such as resolution, 

sweep angle and operation. 

 

 
Fig. 1. HOKUYO URG-04LX Structure 

This sensor has been utilised on a variety of wheeled, crawler 

and aerial platforms [42-45]. The author, system developers, 

and adopters have both documented and experienced 

measurement errors when dealing with glossy reflective 

surfaces [14, 28, 41, 46, 47], due to the effects of specular 

reflection and saturation of the photodiode [41]. 

A. Reflected & Received Optical Beam 

Accurate information and knowledge of surface condition 

and properties, prior to and during LRF scans is challenging.  

As the optical intensity of the transmitted laser remains 

approximately constant due to the fixed input power, the effect 

of Sensor to Surface Distance (SSD) and surface local 

conditions affect the intensity of the reflected laser beam. 

Therefore parameters of the received optical signal are a 

function of the local surface condition and can therefore be 

used to infer information regarding the surface.  

Recent developments with respect to firmware and 

communication protocol (SCIP 2.0) have enabled operators of 

the Hokuyo URG-04LX to measure and monitor a number of 

additional received signal parameters such as the received 

optical intensity and gain controller values [48]. Received 

optical intensity is related to the reflected optical intensity 

after removing the effects of distance and inclination [47]. As 

discussed in [46], saturation of the Avalanche Photodiode 

(APD) during operation, particularly with highly glossy 

surfaces, requires use of an inbuilt Automatic Gain control 

Circuit (AGC). Only consistent or unmodified received signal 

intensity data permits discrimination of parameters related to 

the surface material.  Work undertaken in [47] to establish the 

transfer function of the AGC determined the relationship was 

nonlinear with the original unmodified received optical 

luminous intensity (Restored Intensity) (Ir) given by Equation 

2.  

 

𝐼𝑟 =
1023×√𝐼𝑂

𝑉𝑎
    (2) 

Where:  

Io is the AGC modified received luminous intensity and Va is 

the AGC voltage.  
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Additionally, based on the measured Ir it is possible to 

record rejected or zero range data at a particular scan point due 

to excessively low or excessively high reflected light [33]. 

IV. EXPERIMENTAL MOTIVATION 

Much of the previous work relating to the operation, use 

and characterisation of the Hokuyo URG-04LX and other 

similar laser range scanners, have focused on single beam 

analysis, on simple matt materials, where the remaining 2D 

sweep angle scanning potential is neglected [14, 33, 46]. This 

approach is limited in practice due to the potential large 

volume of data available when fully utilising a sweeping laser 

range scanner. Furthermore, considering the widespread 

industrial use of materials such as carbon and stainless steels, 

aluminium, concrete and plastics, all with widely varying 

surface reflectance characteristics, it is essential to further 

evaluate performance operating with such surfaces.   

To fully characterise the LRF for industrial deployment it is 

clear that a full sweeping scan, with variation in material 

surfaces such as those found in a practical inspection scenario 

has to be considered. The materials considered, based on their 

use in industrial environments, were aluminium, carbon steel, 

stainless steel, portland cement concrete, plywood, polyvinyl 

chloride (PVC), Poly(methyl methacrylate) (PMMA) also 

known as acrylic glass or Perspex representing transparent 

surfaces such as windows and finally white paper symbolising 

matt surfaces such as plasterboard. Many typical industrial 

surfaces are of large area often consisting of multiple sheets of 

plate (2000 x 1000 mm) or mass poured concrete sections (> 

5000 mm wide). Therefore a large as possible surface 

sweeping scan was desired to analyse the system performance. 

A sample area of 800 mm width was selected on the basis of 

being both acceptable in terms of size, while also being 

practically manageable. Due to the practicalities of 

undertaking a portland cement concrete inspection a pre-cast 

slab was selected with a limited sample surface width of 

700mm. The selected samples are shown in Table 1. 
Material Sample 

Surface 

Description 

Paper 

(PAP) 

 White coated woven paper 

Media Weight:120g/m2 

Area Dimension: 900 x 600 mm 

Aluminum 

(ALU) 

 

Aluminum Sheet, Thickness  

Alloy:1050, Standard: EN 485 

Area Dimension: 900 x 600 mm 

Carbon 
Steel 

(ST) 
 

Cold Reduced Steel Sheet  
Standard: BS EN 10131 

Area Dimension: 900 x 600 mm 

Stainless 

Steel 
(SS)  

Cold Rolled Stainless Steel Sheet  

Specification:1.4301 2B Standard: BSEN 10088-4 
Area Dimension: 900 x 600 mm 

Concrete 

(CON) 

 

Standard Finish British Standard Paving  

Standard: BS EN 1339 
Area Dimension: 700 x 600 mm 

PVC 

(PVC) 

 

Polyvinyl Chloride (PVC) Sheet,  

Standard:ASTM-D-1784-99, Class 12454-B  

Area Dimension: 900 x 600 mm 

Wood 

(WO) 

 

Structural Hardwood Plywood Sheet,  

Standard:EN13986, BS EN 636-2, BS EN 314 
Area Dimension: 900 x 600 mm 

Perspex 

(PER) 

 

Clear Cast Perspex Sheet 

Standard:ISO7823-1 

Area Dimension: 900 x 600 mm 

Table 1. Test Sample Surface Information Reference 

Prior knowledge of typical pose variations and scanning 

limitations, when deploying mobile NDE inspection platforms 

[7, 49] defined the maximum angular deviation to be 

considered in each axis as ± 4°.  

V. EXPERIMENTAL CONCEPT 

The LRF was mounted on the end of an industrial six Degree 

Of Freedom (D.O.F.) robot [50]. This approach allowed for 

controlled movement and repeatable scanning positions, not 

only in traditional 3 DOF (x,y,z) positions but also in roll (C), 

pitch (B) and yaw (A) orientation angles. The LRF pose was 

remotely controlled with custom code implemented through 

the KUKA Robot Sensor Interface [51], providing bi-

directional pose information every 12 ms. Therefore the 

desired pose could be transmitted from a remote computer and 

the actual pose as measured from the internal encoders 

received by the external computer. 

A manually operated linear rail allowed movement of the 

material sample along the X-axis direction of the robot with a 

maximum sensor to surface distance (SSD) of approximately 4 

m, matching the specified detection range of the LRF.  This is 

illustrated and shown below in Fig. 2.(a) with a close up 

photograph of the robot and LRF shown in Fig. 2.(b). 

 

 

 
Fig. 2. (a) Complete experimental set-up schematic, 2. (b) 

Photograph of robot and LRF 

A metrology based Leica laser tracker [52] utilising an 

interferometer measurement system, which can measure the 3 

DOF position of a retro reflector in free space to accuracies of 

±0.2µm + 0.15µm/m, was used for measurement distance and 

alignment tasks. A Corner Cube Reflector Jig (CCRJ) was 

produced which when substituted with the LRF on the end of 

the robot, had its reflector centre vertical height matched to the 

midpoint height between the LRF transmit mirror and LRF 

receive lens. (Fig. 3). A simplification assumption was made 

that this point matched both the transmit and receive beam exit 

and entry point. This allowed the LRF position in free space to 

be estimated. 

(a) 

(b) 
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Fig. 3. CCRJ Arrangement 

Five different SSD distances were investigated of nominal 

values 500, 1000, 2000, 3000, 4000 mm. These were selected 

to best represent the typical range of industrial stand-off 

distances compatible with the Hokuyo sensor.   

The linear rail was aligned normal to the robot Y- axis 

along the full range, to ensure the sample remained parallel to 

the XY plane of the robot. Secondly, the SSD was measured 

accurately by direct measurement of 3 points on the sample 

surface, to give the surface plane and its normal distance 

between it and the nominal zero angle orientation pose of the 

CCRJ. The actual measured SSD were then obtained to be 

532.0, 1020.4, 2001.1, 2993.9 and 3994.2 mm. These specific 

values were a limitation of the scanning rail. The home 

position of the robot was varied to account for any offset 

resulting from the thickness of the various samples. This 

process allows all measurement samples to be at accordingly 

similar SSD.  

As the SSD increased and each sample scan area width 

remained constant, the scanning sweep angle was reduced to 

allow the LRF sweep to remain on the sample. The scan 

angles and corresponding number of sweep points were 

reduced as the SSD increased (Table 2). 

 

SSD 

(mm) 

Sweep 
Angle 

(°) 

Potential 
Sweep 

Points 

Actual 
Sweep 

Points 

Sweep 
Angle 

(°)(Concrete) 

Sweep 
Points 

(Concrete) 

Actual Sweep 
Points 

(Concrete) 

532.00 73.88 210.15 209 66.68 189.67 189 

1020.44 42.80 121.76 121 37.86 107.69 107 

2001.15 22.61 64.30 63 19.84 56.46 55 

2993.93 15.22 43.29 43 13.34 37.93 37 

3994.22 11.42 32.53 31 10.016 28.49 27 

Table 2. LRF Scanning Parameters 

The actual number of sweep points per distance was reduced 

to an odd number, to ensure there was a single normal beam 

with an even number of points both clockwise (right) and anti-

clockwise (left) of it.  

As discussed previously, the maximum angular deviation to 

be considered in each axis was ± 4°, with 2° increments giving 

therefore five distinct angular orientations per position. 

Furthermore each angle was varied systematically in turn so as 

to analyse the effects of rotation changes in all three axes 

independently.  

When considering angle orientation (A, B & C) and the five 

possible values (-4°, -2°, 0°, 2° & 4°), a total of 125 discrete 

measurement points are produced, spaced between 25 separate 

Cartesian (X,Y,Z) positions.  

To ensure the LRF swept laser points remained within range 

on the sample surface, it was clear that any deviation in the 

yaw and pitch angles, required corrective deviations in the Y 

and Z axes respectively. This ensured that the central normal 

LRF beam remained positioned in the same point on the 

sample surface throughout all angular movements. 

Measurements undertaken at increased SSD therefore featured 

increased Y and Z travel of the LRF from the nominal centre 

to ensure the central perpendicular beam was reflected from 

the same point on the surface. 

As the Hokuyo sensor can only output one measurement 

parameter (range, intensity or AGC) at a time, if it is desired 

to maintain the lowest minimum angular spacing, a number of 

measurements were undertaken at each discrete pose in a 

sequential fashion. Ten scans were undertaken of each 

parameter to evaluate noise and variation in the data 

measurement 

After reviewing the separate modulation frequency received 

intensity (Io) and AGC values, and noting the minimal 

variation existing between each of the corresponding sets, a 

decision was taken to average both. Therefore the final 

measurement output at each pose location is summarised in 

Fig. 4: 

 

 

 

 

 

 
Fig. 4. LRF Scanning Procedure 

It must be noted that the LRF was operating for a minimum 

of 90 minutes prior to any measurement or scanning as 

recommended in [14, 28]. This reduced any potential drift 

effects present in the measurement data, due to an increase in 

internal operating temperature [28]. Additionally all 

measurement scans were undertaken in normal indoor 

laboratory ambient lighting conditions.  

In order to evaluate the error in the range data captured by 

the LRF, this data firstly had to be transformed into a common 

global coordinate frame. The laser tracker provided the 

absolute ground truth positioning system and all 

measurements are with respect to the frame of reference of the 

laser tracker. The 3 D.O.F. Cartesian position of the CCRJ at 

the each of the 25 distinct measurement locations, where the 

five orientations angles are manipulated, were measured and 

recorded by the laser tracker. The remaining 3 D.O.F. 

orientation angles of the CCRJ were measured by the KUKA 

manipulator and then coordinate transformed, using a least 

squares fitting method, into the frame of reference of the laser 

tracker using the known 3 D.O.F. Cartesian position data [53]. 

A final coordinate transform was used to transform the LRF 

measurement data into the frame of reference of the laser 

tracker. 

10x LRF range scans with corresponding scan angle & points for given SSD 

10x Averaged received intensity scans with corresponding scan angle & points, 

for given SSD, across both modulation frequencies 

10x Averaged AGC scans with corresponding scan angle & points, for given 

SSD, across both modulation frequencies 

30x Resultant 

Final 

Measurements   
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VI. LRF CHARACTERISATION AND PERFORMANCE 

VALIDATION 

Given the large volume of measurement data recorded 

during the complete study, it is worth summarising that with 

each distinct material distance trial, 125 separate range scans, 

each nominally consisting of a minimum of 27 to a maximum 

of 209 distinct points, are measured along with their 

corresponding intensity and AGC values. Simple analysis of 

such data, bearing in mind the large number of varying 

parameters, is not easily practical and required some 

compromise to aid overall understating. 

A.  PMMA Perspex Surface Inspection 

The high light transmission properties of the Perspex 

surface presented a highly challenging surface on which to 

perform optical based laser range scanning [54,55].  After 

reviewing the raw data, the authors are of the opinion that it 

was not suitable to perform credible error or accuracy 

characterisation on the material given the large scale and 

variation in range errors recorded. For reference, it was 

analysed that a minimum of 91.39% of the measured scan 

points, across all SSD’s, were classed as rejected by the LRF 

or outwith ±10% of the nominal SSD. The scan plan view for 

Perspex at SSD of 500 mm is shown below (Fig. 5), 

highlighting the raw range data and the clear large-scale errors 

recorded by the LRF.   

 

 
 Fig. 5. PMMA Perspex LRF Scan Plan View showing large 

quantity of missing and inaccurate range measurements data 

B. Distance Error Quantification 

Distance error was calculated for each individual scan point 

as the shortest perpendicular distance between the point and 

the sample surface. This was achieved by projecting each scan 

point into the global 3D world coordinate system. Therefore 

for each scan, a number of error measurements were recorded 

corresponding to the number of individual scan points 

specified in the acquisition. The Root Mean Square Error 

(RMSE) of the LRF distance error with respect to each 

material surface was computed to generate a single error. 

Across all samples, it was consistently found that RMSE 

mean error increased nonlinearly with increased yaw and pitch 

angles, with negligible effect from roll rotation. Therefore, in 

order to simplify the analysis and presentation of the data, the 

yaw and pitch angles were combined to form a single angle. 

This single value is computed and represented by the angle 

between the normal of the material plane and the roll axis of 

the LRF. As such, 5 RMSE measurements were computed at 

each position. For illustrative purposes, the mean RMSE 

value, plotted against the corresponding combined angle, is 

shown for both paper and aluminum at a nominal SSD in Figs. 

6. Due to the symmetry of the orientation sweep pattern, 

where the unique values were 5.65 ̊, 4.47 ̊, 4.00 ̊, 2.83 ̊, 2.00 ̊, 

0 ̊ , multiple mean RMSE values map to the same combined 

angle with the exception of the zero angle. The RMSE mean 

and standard deviation for each material and SSD is tabulated 

in Table 3. For brevity, the maximum error at each SSD is 

highlighted in bold and correspondingly the lowest in italics. 

   
Fig. 6. (a) AB Angle LRF RMSE Mean Error Nominal SSD 4000 

mm (Paper), 5. (b) AB Angle LRF RMSE Mean Error Nominal 

SSD 4000 mm (Aluminium) 

Property 
Nominal  

SSD (mm) 
PAP ALL ST SS CON PVC WO 

RMSE Mean 

(mm) 

500 35.25 77.67 55.47 37.37 20.8 31.96 57.13 

1000 50.21 46.72 33.82 42.78 55.98 30.82 70.91 

2000 48.80 76.09 26.00 89.82 65.28 76.62 83.18 

3000 69.70 48.57 48.17 94.92 88.00 100.12 95.99 

4000 68.02 49.67 50.72 94.04 90.73 76.67 99.32 

Distance Error 

(Combined 

Angle) 

Standard 

Deviation 

(mm) 

500 1.50 2.44 0.82 0.75 1.60 1.83 1.26 

1000 3.87 6.74 2.48 2.26 11.12 2.91 2.31 

2000 6.20 11.2 5.29 4.93 7.92 6.75 4.67 

3000 9.22 8.72 9.74 9.44 7.60 8.11 11.05 

4000 11.62 16.39 13.35 11.06 15.22 14.8 11.38 

Table 3. Distance error quantification for all materials at varying 

SSD, with varying pose orientation angle 

When considering RMSE Mean error it is clear that not 

only considerable magnitude error exists across all materials, 

ranging from a minimum of 20.8 mm to a maximum of 100.12 

mm. For reference, the minimum RMSE mean error measured 

across the Perspex surface was evaluated to be 499.77 mm at a 

nominal SSD of 3000 mm. Additionally, distinct variation 

exists when considering each separate material and the general 

trend of these errors with respect to increasing SSD. Across all 

samples, it was consistently found that RMSE mean error 

increased with increased orientation angle from the zero value, 

with a nonlinear trend beginning to be discernible with 

combined angle orientation. Additionally, it was clear that 

increased nonlinearity was evident at increased SSD. 

Furthermore, when considering RMSE mean error no 

nonlinear effects were witnessed when considering increased 

roll angle rotation. It is clear that the standard deviation of the 

distance error increased with increasing SSD. 

C. Overall Distance Error Quantification 

To simply highlight the magnitude and polarity of the 

distance error of all scans across the complete angular 

(a) (b) 
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orientation window, a normal distribution histogram was 

introduced to represent and encompass the range distance 

from the LRF to each individual scan point in the complete 

measurement scan. This was plotted against the true SSD as 

measured by the laser tracker. 

The magnitude and polarity of the distance error of all 

scanned points across the complete angular orientation 

window was evaluated for each material at the five distinct 

SSD’s. Figure 7 highlights mean, maximum, minimum and 

5/95% Interquartile Range (IQR) error in typical boxplot 

fashion 

 
Fig. 7. Magnitude and polarity of distance errors across all 

sample surfaces. It should be noted that SSD (mm) corresponds 

to the X-Axis of all subplots and correspondingly Distance Error 

(mm) to the Y-Axis. 

While for matt surfaces such as paper and wood the error 

always remained positive, it can be seen that all three metallic 

surfaces and PVC they exhibit a change of polarity from 

negative to positive from nominal SSD of 500 to 2000 mm. 

Additionally, as can be seen, all three metallic surfaces exhibit 

a larger IQR, which nominally reduces with distance. 

D. Restored Intensity Quantification 

Using Equation 2 the restored intensity for each scan across 

the whole scanning window can be calculated. Calculation of 

the area under this curve yields a single value to describe the 

intensity of the reflected scan. Similarly to the above distance 

error, the Restored Intensity Area mean and standard deviation 

were computed from the data measured at each combined 

angle and are highlighted in Table 4. Again, the maximum 

value at each SSD is highlighted in bold and correspondingly 

the lowest in italics. As noted in [47] Restored Intensity is a 

unitless quantity and hence quantities in the following table 

are unitless. 

 

 

 

 

 

 

 

 

Property 

Nominal 

SSD 

(mm) 

PAP ALL ST SS CON PVC WO 

Restored 

Intensity 

Area Mean 

500 54242.80 21711.60 33386.10 33313.70 43928.30 40537.00 53777.70 

1000 28571.00 13152.60 19118.80 18262.50 35525.50 17990.60 28556.50 

2000 13292.80 7005.02 7650.40 8230.51 7214.63 5973.49 13463.40 

3000 6015.19 5148.29 3114.57 4469.79 2339.84 2289.70 6258.85 

4000 2531.76 3948.78 1456.78 2722.75 1068.24 1118.19 2324.02 

Restored 

Intensity 

Area 

(Combined 

Angle) 

Standard 

Deviation  

500 52.45 674.53 235.28 309.88 80.58 348.92 352.39 

1000 46.88 885.58 357.68 240.53 339.05 409.25 270.43 

2000 52.78 977.18 579.15 281.82 338.96 577.54 243.44 

3000 50.05 901.62 520.29 259.41 153.12 349.64 427.11 

4000 32.26 1061.31 280.03 606.8 84.46 204.11 182.23 

Table 4. Restored Intensity quantification for all materials at 

varying SSD, with varying pose orientation angle 

As can be seen by comparison of Tables 3 & 4, no direct 

correlation exists between mean RMSE and the restored 

intensity area mean. What is clear from Table 4 is that the 

lowest overall intensity standard deviation return was always 

from the paper surface, while generally the highest was from 

the aluminum. Again it was generally found that Restored 

Intensity Area Mean increased with increased orientation 

angle from the zero value, with a nonlinear trend beginning to 

be discernible when considering increased combined 

orientation angle. While generally similar with regards to 

increased nonlinearity being evident at increased SSD, those 

materials with larger standard deviations feature a pronounced 

variability in nonlinearity. Again, when considering Restored 

Intensity Area Mean, no nonlinear effects were evident when 

considering increased roll angle rotations.  

E. Scan Point Rejection Quantification 

As discussed above, rejected measurement points, based on 

low or high reflected intensity error codes, are logged at any 

particular scan point and hence complete scan window.  

Additionally for the purposes of this study points outwith ±10 

% of the nominal SSD were also classed as rejected, based on 

overall desired acceptable performance level. Therefore the 

percentage of rejected points per scan window was calculated. 

The overall percentage rejection mean and standard deviation, 

as a function of combined angle, is documented in table below 

Table 5. Again, the maximum value at each SSD is 

highlighted in bold and correspondingly the lowest in italics. 

NPR denotes No Points Rejected in the scan. 

 

Property 
Nominal 

SSD (mm) 
PAP ALL ST SS CON PVC WO 

Percentage 

Rejections 

Mean  

500 NPR 34.32 30.47 NPR NPR NPR NPR 

1000 NPR 5.11 NPR NPR NPR NPR NPR 

2000 NPR 10.46 NPR NPR NPR NPR NPR 

3000 NPR 55.85 6.55 28.50 NPR 23.91 NPR 

4000 NPR 65.99 28.33 42.10 6.59 49.84 NPR 

Percentage 

Rejections 

(Combined 

Angle) 

Standard 

Deviation  

500 N/A 2.95 3.32 N/A N/A N/A N/A 

1000 N/A 6.65 N/A N/A N/A N/A N/A 

2000 N/A 8.18 N/A N/A N/A N/A N/A 

3000 N/A 17.46 8.55 15.05 N/A 18.07 N/A 

4000 N/A 21.51 15.99 20.25 11.04 20.52 N/A 

Table 5. Rejected measurement point quantification for all 

materials at varying SSD, with varying pose orientation angle 

While it is clear that aluminum consistently features the 

greatest percentage rejection mean, it is also clear that all 
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metallic surfaces, concrete and PVC feature rejections at 

higher SSD. Steel surfaces document both high percentage 

rejection and corresponding standard deviations particularly at 

the lowest SSD.  

F. Measurement Rejection Prediction 

From study of measured parameters, range, received 

intensity and AGC, it became clear from observation, that 

large variation in received intensity between each subsequent 

scan corresponds to measurement points which are rejected as 

they fall out with a specified tolerance (±10 % of SSD ) and 

do not produce a corresponding intensity based error code.  

Low received intensity values presented problems for the 

sensor and often resulted in rejected range data, with 

corresponding high AGC gain, shown in Fig. 8.(a). These low 

intensity values produced a corresponding error code however 

no specific value was identified to a represent a low received 

intensity error. Similarly received intensity data greater than 

the high intensity threshold (Fig. 8(b)) often produced 

erroneous range data but did not always produce the according 

error message.  

 
Fig. 8 Aluminium Sheet LRF Rejected Range Data Points a) 

Nominal 500 mm SSD, b) Nominal 3000 mm SSD 

To evaluate the probability of bad or rejected measurement 

data based on restored intensity variation, the following 

procedures were undertaken. The standard deviation of 

restored intensity data from each of the individual ten mean 

values sampled at each pose was calculated. Concurrently the 

range data from each corresponding sample point was 

classified as a valid or rejected point. Therefore the validity of 

all measurement points across a full scan can be plotted 

against the restored intensity standard deviation. 

The data was further divided by binning all data within bins 

of incremental width of standard deviation 10, chosen based 

on a compromise of resolution and knowledge of the full scale 

range. Across each bin the validity of range measurement, in a 

range of zero to one, is calculated by:   
 

𝑉𝑀𝑃 =
𝑁𝑉𝑃

𝑁𝑉𝑃+𝑁𝑅𝑃 
      (3) 

 

Where: 

VMP-Valid Measurement Probability, NVP -Number of Valid 

Measured Points and NRP-Number of Rejected Measured Points 

 

Therefore within each bin a validity measurement 

probability value was calculated and could then be plotted 

accordingly for the whole range (Fig. 9) and documented in 

Table 6. The lowest VMP mean, standard deviation and 

maximum recorded standard deviation at each SSD is 

highlighted in bold. Again, aluminum features the greatest 

decrease in VMP with a corresponding increase in VMP 

standard deviation.  Additionally, what is clear is the 

correlation between higher restored intensity standard 

deviation and rejected measurements and hence lower VMP. 

 
Fig. 9. LRF Range Validity as a function of Restored Intensity 

Standard Deviation Nominal SSD 4000 mm (Aluminium) 

Property 
Nominal 

SSD 
PAP ALL ST SS CON PVC WO 

VMP (Mean) 

500 1 0.92 0.80 1 1 1 1 

1000 1 0.99 1 1 1 1 0.98 

2000 1 0.99 1 1 1 1 1 

3000 1 0.304 1 0.40 1 1 1 

4000 1 0.31 1 0.42 1 0.96 1 

VMP Standard 

Deviation 

500 0 0.24 0.19 0 0 0 0 

1000 0 0 0 0 0 0 0 

2000 0 0 0 0 0 0 0 

3000 0 0.36 0 0.41 0 0 0 

4000 0 0.34 2 0.40 0 0 0 

Max Received 

Intensity 

Standard 

Deviation 

500 371 1371 421 1211 351 401 361 

1000 441 1721 411 401 1061 401 381 

2000 361 1461 341 351 181 221 331 

3000 171 451 271 371 91 131 221 

4000 101 431 151 381 91 81 111 

Table 6. Received Intensity Performance Metrics 

G. Range Data Stability  

As ten samples were acquired at each measurement pose 

location, the variance in distance error, with respect to the 

average mean, could be evaluated as per [30,49]. The standard 

deviation of range measurement at nominal 0, 0, 0 (A, B, C) 
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pose is shown below for each material in Table 7. Again, 

Aluminium exhibits the largest variance from mean in 

individual range measurements.  

 

Property 
SSD 

(mm) 
PAP ALL ST SS CON PVC WO 

Histogram Sigma 

(mm) 

500 2.75 3.56 2.76 2.97 2.69 2.54 2.48 

1000 3.23 9.41 3.08 3.23 12.88 3.07 3.40 

2000 2.50 4.00 2.62 3.73 2.51 2.72 2.73 

3000 2.48 4.25 3.23 3.20 2.35 3.78 2.29 

4000 2.66 4.72 3.92 3.71 3.62 6.63 2.57 

Table 7. Standard Deviation of range data, at normal 0, 0, 0 

orientation 

VII. LRF SURFACE IDENTIFICATION  

For the surfaces sampled in this study, it was proposed that 

it was possible to identify the surface being scanned based on 

the parameters evaluated above. In turn, determination of the 

surface allow correction factors to be applied to improve the 

LRF performance  

As found above and in [42] and through observation of the 

measured datasets, there existed a relationship between the 

optical luminous intensity (Ir), across the swept angle range, 

and the sample surface.  Therefore through analysis of the 

restored intensity a broad appreciation of the sample surface 

can be determined [56-58]. It is worth noting that for the 

purposes of this study the overall sample surface parameter 

being identified, consists of the combined effect of surface 

gloss, surface texture, often defined by surface roughness, and 

surface colour [59]. Given the variation in each of these 

parameters, especially surface colour, across the seven 

materials sampled, a valid assumption and approximation can 

be made that basic material identification can be therefore 

achieved. For simplicity and an initial undertaking, only the 

zero orientation datasets (A=B=C=0°) were considered. A 

polynomial was selected to best fit all restored intensity curves 

for every material at each SSD. Through inspection of the data 

it was established a fifth order polynomial sufficiently 

captured the overall curve trends.  

Discrimination and therefore identification of the surface 

based on the restored intensity of the LRF was deemed 

feasible, due to the variation in coefficient values with each 

material. For classification to occur similar coefficients are 

computed for a scanned surface received intensity profile. 

These coefficients are subsequently compared on a per-

coefficient basis, in terms of Euclidean distance, to the 

coefficients previously computed for each material. The 

surface classification is achieved through that with the greatest 

consensus in terms of total minimum Euclidean distance.   

An assumption was therefore made that the scanned 

environment could be viewed to be composed of linear 

segments located to and scanned perpendicularly by the LRF. 

This was deemed suitably valid for many large industrial 

scanning scenarios, particularly when mainly considering 

large surfaces such as walls and roofs. 

VIII. LRF RANGE CALIBRATION 

With knowledge of the material, it is then conceivable that 

correction factors can be applied to calibrate the LRF for 

range accuracy, when scanning challenging surfaces. This is a 

further development of the material agnostic calibration 

methods presented previously [14, 33, 46, 60, 61]. Such 

strategies could be established using reference calibration data 

acquired in a similar manner to the above body of work, 

across many sample surfaces and ranges, while estimating 

correction parameters related to correction factors based on 

material surface, range and sweep angle point. Such a 

technique would ultimately establish calibration factors for 

each scan point, which could then be applied to future 

measured points based on the current estimation of material 

surface identification and range. Such a procedure was 

established for the Hokuyo LRF to correct for the errors 

identified and documented previously. The calibration 

procedure accounts and compensates for artefacts and errors 

documented previously when scanning common industrial 

surface materials. Again the assumption was made that the 

scanned environment could be viewed to be composed of 

linear segments between scanned points, which again is 

normally valid for many large industrial scanning scenarios.  

Only range data acquired perpendicular to the material 

surface, (A=B=C=0°) collected during the sensor 

characterisation phase was utilised. This simplification was 

introduced for practical and computational reasons. 

Using the range data previously acquired at each of the five 

specific SSD distances, for each material, a curve fitting 

procedure (fifth order Gaussian) was applied to the range data. 

A Gaussian based fitting approximation curve was chosen on 

the basis of suitability, with respect to lowest fitting error. The 

resultant range scale mapping of the fitted curve to the true 

range measured by the LAT was determined at each distinct 

scan point.  Following this procedure, a correction curve 

corresponding to each LAT measured SSD, for each material, 

was generated. This allowed a resultant correction curve, per 

scan point and material, to be stored for further operations. 

Correction curves for true distances lying between those 

recorded using the laser tracker were obtained via linear 

interpolation, for simplicity, between each of the five distinct 

laser tracker measured SSD distances. During online 

operation, the mean range of the received range measurement 

was computed. This distance was used to generate the 

corresponding correction curve, located on a point between the 

five nominal SSD distances (Fig. 10.). This is an obvious 

approximation as the true range distance may not correspond 

to the mean range. This assumption was made due to the 

calibration algorithm requiring a range measurement 

estimation.  

 
Fig. 10. Scan Point Correction Factor Curve (Aluminium) 
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The corresponding correction scaling factor per scan point, 

based on the acquired mean range data, can then be applied to 

the received range measurement data to correct for and reduce 

the overall distance error.  

The calibration and correction procedure was then applied 

to the previously acquired datasets, with different SSDs and 

materials. The RMSE across the complete scan window at 

each nominal SSD, for the zero orientation angle pose, for 

each material is recorded in Table 8. (Uncorrected -U) and 

(Corrected -C). Highlighted is the overall reduction in RMSE 

with the corrected calibration procedure. 

 

Nominal 

SSD 

(mm) 

RMSE (mm) 

Material 

Paper Aluminum Steel 
Stainless 

Steel 
Concrete PVC Wood 

U C U C U C U C U C U C U C 

500 45.34 12.17 XOB XOB XOB XOB 37.92 9.93 26.00 11.79 23.65 11.69 68.36 14.13 

1000 53.42 7.64 49.98 19.16 25.91 24.20 50.91 6.29 50.68 12.40 37.05 5.96 74.39 8.73 

2000 41.77 5.93 84.95 6.69 22.86 7.09 91.26 6.39 50.60 1.65 72.34 6.74 79.11 5.46 

3000 62.32 5.78 XNVD XNVD 35.58 3.89 83.21 7.59 76.53 2.87 86.22 5.89 83.78 5.48 

4000 XOB XOB XOB XOB XOB XOB XOB XOB XOB XOB XOB XOB XOB XOB 

Table 8. Uncorrected & Corrected LRF Range RMSE  

Where XOB is defined as a dataset where mean range 

measurement is out with the minimum (532.00) and maximum 

(3994.22) SSD distance, yielding the correction inoperable. 

Similarly, XNVD is defined as a dataset which contains no valid 

data to perform a corresponding scaling correction factor. This 

was found to occur when high intensity points, with 

corresponding error code, were detected and constitute the 

complete correction window allowing no scaling correction 

data to be generated. 

A. Industrial Sample Range Scanning Correction 

To highlight successful proof of principal a separate test 

sample was scanned and measured to ascertain the calibration 

correction algorithm performance. The aluminum sample 

surface was scanned at a laser tracker measured SSD of 

1295.23 mm. After correct classification of surface material, 

the correction algorithm was applied and its result is shown in 

Fig. 11. RMSE of the original and corrected range 

measurement data is shown in Table 9. 

 
Fig. 11. Corrected LRF Range Data 

SSD 

Original Range 

Measurement RMSE 

(mm) 

Corrected Range 

Measurement RMSE 

(mm) 

1295.23 83.87 18.03 

Table 9. Corrected LRF Range RMSE  

As shown by Fig. 9. and the reduced RMSE (Table 9.), such 

an approach further improves the performance and accuracy of 

the optical based LRF sensor.  This has clear benefits to any 

automated NDE system, deploying such an LRF for pose 

estimation, albeit based on a priori calibration data.   

IX. LRF SURFACE SCANNING, MATERIAL IDENTIFICATION 

AND CALIBRATION CONCLUSION 

A thorough study of the performance of the Hokuyo URG-

04LX and characterisation of the system when scanning 

various commonly found industrial materials was undertaken.   

Specifically, the study investigated the effects of small 

orientation angle changes of the LRF, in a similar manner to 

which it would experience when being deployed on a mobile 

robotic platform. A detailed process of error measurement and 

visualisation was undertaken on a number of parameters, not 

limited to traditional range data but also received intensity and 

AGC gain. This work highlights that significant range distance 

errors are introduced when optically laser scanning common 

industrial materials. The specular reflective nature of some 

materials, such as aluminum, stainless steel and PVC, results 

in large deviation in range data from the true value, with mean 

RMSE errors as high as 100.12 mm recorded.  

A detailed procedure for evaluating the performance of 

other laser range sensors, while operating under similar 

industrial conditions has been established, encompassing 

parameters such as sensor orientation angle, surface material 

and reflectivity. 

Furthermore, a novel computationally inexpensive 

algorithm for range correction in industrial scenario was 

proposed and developed. The correction algorithm was shown 

to reduce the RMSE error associated with range estimation on 

a planar aluminium surface from 6.48% to 1.39% of the 

measured SSD. This new research approach will be further 

developed to handle incidence angles other than normal and 

greater material combinations, to allow future industrial 

deployment. 
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