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Abstract-- Following large system disturbances, one of the solutions to limit the potential risk of occurrence and/or extent of the blackout is to intentionally create system islands such that the disturbed system elements are isolated and the supply to the created islands can be maintained. In order to sustain the created islands, generations within the islands are dispatched and if necessary local loads are shed to ensure that frequency and voltage remain within required limits. This paper presents a priority-based load shedding scheme implemented within a Local Power Controller (LPC) to assist the management of islanded microgrids so as to provide support to the main network during frequency deviation events while maintaining high level of security of supply to local critical loads. The load shedding scheme requires minimum instrumentation and uses frequency and rate of change of frequency (ROCOF) measurements to trigger the shedding processes, and it is most suitable for end-users with critical loads such as hospitals and data centers. The scheme is also equipped with a load addition mechanism that allows automatically switching on the shed loads when the system frequency recovers to a certain level. The scheme is tested and demonstrated in a laboratory microgrid environment under two operation modes, i.e. enabling load shedding process in advance of and subsequent to the islanded condition. The results show that the scheme is capable of sustaining the islands in both cases. Potential improvements to the scheme to incorporate demand-side information for a smarter and faster algorithm to minimize the interruption of supply are presented, and future activities to investigate the communication requirements to support the practical implementation of such a scheme are also discussed.
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Introduction
F
OLLOWING large system disturbances, such as a major frequency deviation event as reported in [1], one of the solutions to limit the risk of occurrence or potential extent of the blackout is to intentionally create system islands such that the disturbed elements of the system are isolated and the supply to the created islands can be maintained [2]. Load shedding has been widely used to prevent frequency degradation and assist in sustaining created islands [3]. Extensive research in the development of load shedding methods has been conducted [3]–[10]. Among these activities, [3], [5], [6], [9] present load shedding schemes that assist with the balancing of power generation and consumption within created islands. However, there appears little consideration of when (before or after entering the islanded condition) the load shedding scheme should be initiated so that the greatest levels of support to the network can be achieved while maintaining the local supply. Furthermore, most of the reported methods are only validated and tested using simulations.
This paper presents a Local Power Controller (LPC) that addresses the challenge of preventing total blackout by properly managing local networks with distributed generators (DGs), which are often termed microgrids. The LPC is equipped with a priority-based load shedding scheme that allows loads with low priorities to be shed first while ensuring supply to most critical loads – there may also be commercial arrangements between suppliers, network operators and customers that would also define the priority list used. Such a scheme requires minimum instrumentation and uses frequency and rate of change of frequency (ROCOF) measurements. The scheme is also equipped with a load addition mechanism that allows automatically switching on the shed loads when the system frequency recovers to a certain level. The load shedding scheme has been tested and demonstrated in a laboratory microgrid environment under two modes of operation: enabling the load shedding process in advance of and subsequent to the local system being islanded. The experimental results for both scenarios are presented and compared later in the paper. Such a scheme is particularly suitable for end users with critical loads and emergency backup generators, such as hospitals, data centers, and some industrial facilities.
Recent developments in smart grid technologies, e.g. smart metering, offer possibilities to further improve the scheme by controlling loads, as oppose to completely shedding them. Flexible loads (such as fridges, heating equipment, etc.) could be controlled to further reduce the supply interruption (even for low-priority loads) with no discernible impact on consumers. This paper investigates the potential improvements of the scheme by incorporation of such demand-side management elements. Future activities to investigate the communication requirements to support the practical implementation of the scheme and the impact of communication problems on the scheme operation are also discussed.
The paper is organized as follows. Section II provides an overview of the LPC system and introduces the developed load shedding algorithm. In Section III, the tests and demonstrations of the load shedding scheme in a laboratory microgrid environment are presented and the results are analyzed and discussed. Section IV presents the future work on the improvements of the developed scheme and the investigation of communication requirements to support the load shedding scheme.
Load Shedding Scheme within the Local Power Controller (LPC)
Overview of the LPC
[bookmark: _GoBack]The LPC is designed for the management of microgrids and contains a suite of control and protection algorithms. The main objective of the LPC is to provide support to the main network during system disturbances while ensuring high level of security of supply to local loads. This is mainly achieved by operating the microgrids (or potential microgrids) in either grid-connected or islanded mode to cater for various system conditions, properly dispatching the local DG(s), and shedding loads when necessary. In [11], the functionalities of the LPC are introduced and the ways that functional elements are coordinated to sustain microgrids during large system disturbances are demonstrated. In this paper, focus is placed on the demonstration of the load shedding scheme within the LPC and the investigation of the impacts upon the local and main networks when the scheme is enabled either before or after the local system is islanded.
As mentioned previously, the load shedding scheme is priority-based. There is currently provision for loads with nine different priority levels. This is shown in Fig. 2 later in the paper, where load 0 has the highest priority and should always remain on while load 8 has the lowest priority and will be shed first when needed. 
The load shedding algorithm is largely a standalone element within the LPC. The main function of the element is to monitor the frequency of the local power system, and to shed loads as appropriate to keep the generator within its sustainable power range and switch on the shed loads when the system frequency recovers to a predefined level. There are two main operational modes for the load shedding scheme:
· enabling the load-shedding function in advance of an islanding event, and 
· after an island is created, i.e. islanded mode.
Load shedding in advance of an islanded event
In the first mode, the network frequency and ROCOF are determined by the entire network and do not necessarily represent the balance between local load and local generation capacity. Therefore, a simple power-balancing network model is used to predict performance of the local network which would result if it became islanded. This is done by predicting the per-unit power output of the local generator, and its drooped frequency, based upon the known local load consumption and the known droop slope.
If the predicted generator power is >1pu, i.e. if the present load demand is higher than the generator active power rating, then loads will be shed using a slow load shedding process: i.e. shed one load (from the lowest-priority loads) at a time if a hold-off time of 3 s has elapsed since last load was shed. 
The load shedding scheme is also equipped with a reconnection mechanism. If the generator power is <1pu, then the predicted drooped frequency in islanded mode is checked against the reconnection frequency threshold (typically 49.98 Hz). If frequency is above this value, and ROCOF is positive, loads would be reconnected one at a time with a minimum time interval between individual connections (typically 3 s).
Local loads can therefore be shed or reconnected even when the local system is still connected to the grid. This allows the local generation and loads to be matched as closely as possible prior to any islanded condition so that the impact of islanded on the islanded system would be minimal. This may lead to the risk of failure in detecting unexpected islanded conditions from only electrical measurements, but this can be addressed using advanced island detection methods, such as that reported in [12].
Load shedding subsequent to an islanded event
The islanded load shedding algorithm works by using thresholds of frequency and ROCOF to decide whether relatively slow load reduction, fast load reduction or load addition with a fixed (but configurable) interval is required. The actions are performed individually and sequentially, and a minimum wait time between actions is applied to allow the system to settle before the next action is permitted – the wait time and actions are flexible and can be configured. This is necessary due to the response times of the prime mover controllers and any inertia in the generation and/or load systems.
This mode of operation only allows shedding of loads when islands have been created, so the impact of islanded could be relatively more significant, potentially resulting in large ROCOF and frequency deviations in the island immediately following the island formation.
The islanded load shedding algorithm implemented in the LPC is illustrated in Fig. 1, and can be summarized as follows:
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Fig. 1. The load shedding algorithm implemented in the LPC

1) The frequency (f) and ROCOF are continuously monitored.
2) If the frequency falls below fshed_1 (typical set as 49.2 Hz) but above fshed_2 (typically 48 Hz), and ROCOF is smaller than ROCOF1 (typically -0.05 Hz/s), a slow load shedding process is triggered, i.e. shed one load (from the lowest-priority loads) at a time if a hold-off time of 3 s has elapsed since last load was shed.
3) If f falls below fshed_2, and ROCOF is negative (smaller than ROCOF2 , which is typically 0 Hz/s), the fast load shedding process is triggered i.e. shedding loads with much smaller time interval (0.5 s in this case).
A reconnection mechanism is also available in this mode of load shedding, where if the frequency recovers to above a certain limit (typically 49.98 Hz) and ROCOF is positive, loads would be reconnected one at a time with a time interval between individual connections (typically 5 s).
Demonstration of the Load Shedding Scheme
Overview of the demonstration
The developed load shedding scheme presented in Section II has been tested in a laboratory microgrid environment, and a test schematic is shown in Fig. 2. The LPC requires measurements of voltages and currents at only two local points, i.e. at the DG terminals and at the point of common coupling (PCC). For the operation of the load shedding scheme, only measurements at the DG terminals are required. The algorithms reported in [13] have been used for the measurement function in system reported here. The LPC is implemented and executed on an MVME5500 processor card [14], which is embedded with a multi-processor rack [15] that allows logging of performance [11].
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Fig. 2. Overview of laboratory arrangement for the demonstrations
 
In this arrangement, an 80 kVA synchronous generator (a controllable motor-generator set) is used to represent the main distribution grid where the microgrid is connected. By closely controlling the synchronous generator, appropriate voltages and frequencies can be produced to emulate disturbance events for the test scenarios. A load of 2 kW is permanently applied to this grid source to provide additional stability to the control of the 80 kVA generator. Between the grid source and the microgrid, an impedance is inserted to represent the transformer that interfaces the microgrid to the main grid. For the tests demonstrated in this section, the impedance is 16 mH per phase. This represents an impedance of 6.25 % at the 2 kVA level, and is therefore a realistic impedance to simulate an 11 kV to 400 V transformer at the microgrid to main grid interface, using power flows of the order of 2 kVA (the total load is around 2200 W, which is discussed later in this section).
Within the microgrid, there is a converter-interfaced DG with a maximum power output of 1500 W, which has been specially designed to behave as a synchronous generator and is capable of operating under islanded and grid-connected conditions. More details on this are reported in [16].
The local loads used are commensurate with the size of the generator. There are two main scenarios that may potentially be experienced by the microgrid in practice, i.e. the local load is smaller or larger than the DG’s capacity. In this paper, the scenario where the total load is substantially larger than the DG capacity is presented. The load is made up of a fixed load of 453 W and 8 sheddable loads of varying sizes, all at a notional power factor of 0.9 lagging. The total load is approximately 2200 W, of which the 4 lowest-priority loads must be shed in order to bring the total load below the nominal DG power output of 1500 W to preserve island stability.
In the demonstrations, a worst-case scenario is presented, where the local DG is not in operation when the disturbance occurs. Such a scenario is considered as the worst case since the DG is required to be dispatched “from cold”, which is more difficult to manage than the scenarios where DG is already dispatched and synchronized with the network.
Demonstration 1: load shedding enabled before islanded
In this test, the load shedding scheme is enabled before islanding occurs, i.e. the scheme is allowed to shed loads whenever the frequency and ROCOF fall into a pre-configured range, even when the microgrid remains connected to the main network.
As shown in Fig. 3, the 80 kVA synchronous generator is controlled to “play” the pre-defined frequency profile (50-47- 50 Hz frequency sag, with a fall time of 60 s, a hold time of 10 s, and a rise time of 30 s) to emulate a system frequency disturbance event.
At around 23 s, the frequency drops below 49.2 Hz (with the microgrid still connected to the distribution network), and the slow load shedding process is initiated, where loads are shed sequentially with 3 s of hold-off time. On close inspection of Fig 4, it is clear that there are four load steps corresponding to four loads being shed. At the same time, the DG is dispatched by the controller in the LPC so that it can provide support to the main grid. It can be seen from Fig. 4 that, from 28 s onwards, the local load is almost equal to the local DG generation. Therefore, the microgrid is providing support to the main network by importing minimum power from the grid.
However, the frequency continues to reduce below 47 Hz and the local system is intentionally islanded at around 48 s (shown in Fig. 3), after which the frequency of the microgrid is increased rapidly to around 49.7 Hz, while the frequency in the main network continues to decrease. This intentional islanding action allows the local frequency and voltage (as shown in Fig. 5) to be maintained within appropriate levels.
As mentioned previously, the local load and generation have been closely matched before the islanding operation. Therefore, the transition process from grid-connected mode to islanded mode is seamless, which is evident from observation of the frequency and voltage profiles as shown in Fig. 3 and Fig. 5 respectively.
The frequency of the network recovers to 49.75 Hz at around 105 s, and the local system is resynchronized and reconnected to the network, i.e. it exits islanded mode. Subsequently, as the frequency continues to recover, a load reconnection process is initiated. As shown in Fig. 4, the loads are reconnected from around 110 s individually and sequentially, and the local DG stands down (assuming it is more economic to import power from the grid than generating power locally in this case and the DG is instructed to reduce it output to zero).
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Fig. 3. The frequencies at the main grid and the DG terminal: load shedding before islanded
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Fig. 4. The DG power output and the total load in the microgrid: load shedding before islanded
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Fig. 5. The voltages at the main grid and the DG terminal: load shedding before islanded
From this test, it can be clearly seen that by properly dispatching the local DG and applying the proposed load shedding scheme, the microgrid can provide support to the main network by minimizing the power import before entering islanded mode. If such a step is not sufficient for the network to recover, the local system will transit to islanded mode seamlessly as the local load and generation is matched as close as possible before the islanding action is undertaken. The supply to the most critical loads (load 0-4) within the microgrid has been maintained. It is important to note that, in this case, the synchronous generator emulating the main grid is controlled to “play” the pre-defined frequency profile and there is only one microgrid is being tested, so the support from the microgrid to the network frequency by shedding low-priority loads is not obvious. However, if there are multiple microgrids involved during the process and the power released by the total shed loads in all these microgrids is comparable to the loss of generation that causes the disturbance, such support to the main network would be more obvious and could potentially help to bring the system back to a normal state without the need for islanded operation.
Demonstration 2: load shedding enabled subsequent to the islanded event
In this demonstration, the load shedding scheme is tested under the same frequency disturbance event, but is only enabled when the local system is islanded from the main network.
As shown in Fig. 6 and Fig. 7, when the frequency drops below 49.2 Hz at around 220 s, the local DG is dispatched to provide support to the main network. However, the load shedding process is not initiated at this time. The islanded operation is performed at around 245 s, and there is a power mismatch of around 700 W between the total local load the DG output in the island when this islanded occurs. When the local network gets islanded, the DG is switched to the islanded control mode and tries to increase its output to meet the local loads. However, since the load is significantly larger than the generator’s capacity, loads (4 local loads in total) have to be shed until the local system can be maintained stable. As shown in Fig. 6, it takes longer time for the local frequency to recover than in the scenario presented in the previous section, and the frequency recovery process involves multiple stages, which correspond to the steps where the loads are shed. Similar results can be observed in the voltage profile as shown in Fig. 8.
The reconnection process is similar to the previous scenario, where the local system is re-synchronized and reconnected to the main system when the frequency in the main network recovers above 49.75 Hz, after which the loads are reconnected and the DG stands down.
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Fig. 6. The frequencies at the main grid and the DG terminal: load shedding after islanded
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Fig. 7. The DG power output and the total load in the microgrid: load shedding after islanded
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Fig. 8. The voltages at the main grid and the DG terminal: load shedding after islanded

Discussions of the demonstrations
From each of the two demonstrations presented in this paper, it is clear that the LPC is capable of maintaining the supply to the microgrid with the aid of the developed load shedding scheme. Although four low-priority loads have to be shed in both cases, the continuous supply to the most critical loads has been achieved.
In the first demonstration, the loads are shed before the island is created, so that the local load is matched as closely as possible to the generation within the “potential island”, which provides support to the main network by minimizing power import from the grid. This also allows a seamless transition to islanded mode. The disadvantage of this mode of operation is that some low- priority loads must be shed “early”, i.e. before the island is created, and sustained operation with these loads shed may not be desirable, as islanding may not occur in practice.
In the second demonstration, the loads are only shed when the island is created. This is beneficial in the cases where the main network is capable of recovering itself after a short period of time and the system is not required to switch to islanded mode, because the supply to all loads can be maintained. However, in a large system disturbance, as demonstrated in this paper, such an approach provides less support to the network since no loads are shed until the island is created. Furthermore, when transiting to the islanded mode, the local system may potentially experience a longer period of voltage and/or frequency instability before the system can settle.
In practice, these two modes of operation need to be selected carefully to meet the local microgrid’s needs. For example, if the critical loads in the microgrid are sensitive to frequency and/or voltage instability and shedding low- priority loads is tolerable when considering the importance of the critical loads, shedding loads before the creation of islands is more suitable.
Future Work
The developed load shedding scheme is designed to require minimum instrumentation so as to minimize the requirements for application in practice. If more measurements are available, a faster, more functional and more intelligent algorithm may be developed and implemented in practice.
Faster-responding algorithms
Presently, the load shedding algorithm only requires measurement from the DG terminal. The disadvantage of such an approach is that certain time intervals need to be applied between the shedding actions for system inertia effects to settle. If more instrumentation is available, e.g. to measure power flow to individual load branches, the system can determine the optimal combination of the loads need to be shed, so that a fast decision can be made and triggered, i.e. at speeds limited only by the time taken to measure the power flows and the time taken to open/close remote contractors. Furthermore, if there is net generation within a load connection and the information is available during the load shedding processes, such loads should clearly not be shed. However, such approaches require additional instrumentation, which may potentially increase the cost to implement the scheme and constrain its practical application.
Smarter algorithm by controlling flexible loads
Recent developments in smart grid technologies, e.g. smart metering, offer the possibility for further improvement  of such a scheme by controlling, as oppose to shedding, flexible loads (e.g. fridges, heating equipment, etc.). When the network frequency degrades, a mechanism can be developed to analyze the available generation, existing and anticipated demand, loads that are flexible to be controlled, etc. The information can then be used for on-line decision making in terms of the actions to take to minimize user disruption and interruption. For example, flexible loads can potentially be controlled to release power so that they can contribute to the power balancing process without introducing inconvenience to end users. Only if the control over flexible loads is not adequate to sustain the island, priority-based load shedding will be initiated to provide further support to the local network.
Future work will investigate the feasibility of such an approach to be implemented in microgrids (or in distribution networks) and the associated instrumentation and other hardware required to support the scheme.
Communication requirements to support the load shedding scheme
To implement the load shedding scheme in practice, appropriate communication infrastructures are required. Future activities will also investigate such requirements. The bandwidth, latency, jitter, timing, security, reliability and availability of the required communications infrastructure will be exhaustively tested and quantified, with the aid of appropriate communications routers and traffic generators. The suitability of wired and wireless solutions for this application will be assessed.
Conclusions
This paper has presented a load shedding scheme implemented within a system termed LPC to assist the management of microgrids through appropriately shedding and reconnecting loads. Such a scheme requires minimum instrumentation for operation (only requiring measurement at the DG terminals), and is most suitable for end users with critical loads and DGs (e.g. hospitals). The objective of the LPC is to provide support to the main network and ensure high level of security of supply to the microgrid. The load shedding scheme plays an important role in balancing the generation and loads to ensure the frequency and voltage in the microgrid are within the required limits.
The developed load shedding scheme has been tested and demonstrated in a laboratory microgrid environment under two operation modes, i.e. enabling the load shedding before and after the island is created, and the results have been presented and compared. It has been shown that the load shedding scheme is capable of assisting sustaining the microgrid during large system disturbances in both modes. Shedding loads before entering islanded mode results in low-priority loads being disconnected relatively early, but can provide support to the main network by minimizing the power import from the grid. This also allows a seamless transition to the island mode, which is most suitable for local systems with critical loads that are very sensitive to frequency and/or voltage instability. Enabling load shedding after the island is created may avoid the disconnection of any loads if the main system recovers before the local system gets islanded, but it would potentially experience longer period of voltage and frequency instability when transiting to islanded mode during large system disturbances.
Future work will focus on the improvement of the developed load shedding scheme so that a faster responding time can be achieved and interruption to the supply can be minimized through the control of flexible loads. Communication requirements and their potential impacts to the load shedding scheme will also be investigated.
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