Model-based Acceleration Control of Turbofan Engines with a Hammerstein-Wiener Representation
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Abstract: Acceleration control of turbofan engines is conventionally designed through either schedule-based or acceleration-based approach. With the widespread acceptance of model-based design in aviation industry, it becomes necessary to investigate the issues associated with model-based design for acceleration control. In this paper, the challenges for implementing model-based acceleration control are explained; a novel Hammerstein-Wiener representation of engine models is introduced; based on the Hammerstein-Wiener model, a nonlinear generalized minimum variance type of optimal control law is derived; the feature of the proposed approach is that it does not require the inversion operation that usually upsets those nonlinear control techniques. The effectiveness of the proposed control design method is validated through a detailed numerical study.
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1. Introduction

The concept of model-based design has gained widespread acceptance in many industrial systems.

It has transformed how complex systems should be designed, implemented, and tested [1, 2].

Unlike conventional waterfall development model [3], model-based design process can take
requirements as part of the model and generate code automatically while carrying out testing and
verification continuously [4]. Due to these impressive features, model-based design has embarked
on extensive investigation from aviation industry. One of the roadmaps is the model-based control
system design for turbofan engines.

Control of turbofan engines has been a challenging task due to numerous stringent
requirements and extreme reliability, particularly with increasing demand arising from
complicated tasks such as power management, start logic, takeoff/climbing/cruise control, active
clearance and other active controls, engine monitoring and other “intelligent” functions etc. For
primary controls, however, turbofan engine control systems are divided functionally into three
basic controls: set-point control, transient control and limit protection [5]. Transient control refers
to the engine in transient operation when it experiences acceleration or deceleration. The
requirement for transient control is therefore to have a safe and fast transient response when
manoeuvring. Therefore the optimal operating curve, if plotted on a compressor vs corrected mass
flow rate map (see Fig. 1), would be the line following closely the surge line for acceleration and
burner blow-out limit for deceleration. In practice, however, enough surge and stability margin
should be retained and more importantly, it is extremely challenging to determine where the real
surge line locates. This is the reason that transient control is much more challenging to design and
accounts for approximately 75% of the total control design and development effort [6].
Referring to the above figure, transient control is completed with set point control and transient schedules. That is, acceleration/deceleration process starts from one set point to another set point, and combines with an acceleration/deceleration schedule in between. Therefore issues that should be addressed for transient control include: 1) how to change the engine’s operating condition from one state to another and 2) how to keep the engine from exceeding operating limits while making these state changes (as represented by power lever angle); 3) how to provide acceptable transient performance, e.g. rising time, settling time, overshoot etc. To solve these problems, two approaches are conventionally used: **schedule-based transient control** and **acceleration-based transient control**. In schedule-based transient control, control authority starts from one set point controller, handles over to the transient controller through a *Low-Win logic* for acceleration and a *High-Win logic* for deceleration, before transferring the authority to another set point controller; and the time it takes for the set point controller to hand over the control authority depends on the difference between the beginning and the ending speeds defined by the corresponding set points. To prevent the engine works exceeding its limits, the acceleration and
deceleration schedules are carefully tuned and this often results in a lookup table embedded into the engine control system logic. This schedule-based control solves the transient control design problem but it may lead to sluggish response and for many situations, the engine is required to have a quick response to power level request. In this case, the acceleration-based transient control can be utilized where the engine produces a desired acceleration or deceleration in engine speed directly, rather than modulate the fuel flow to produce a desired shaft speed.

However, for both schedule-based and acceleration-based controls, it is seen that the key to transient control design is the transient schedule that has been conventionally implemented as lookup tables. These tables are obtained from extensive simulations and experimentations, often resulting in extremely high cost and long development cycle, in addition to the error-prone nature of the trial-and-error methodology. With the wide-spread acceptance of the model-based design concept in aviation industry, it has attracted much attention for the past decades. However there are fundamental difficulties associated with the model-base design for engine transient controls. The reason for this is that the engine dynamics varies significantly over the flight envelope and it is very difficult to obtain a mathematically analytical expression for the engine model. In fact, it is well-known that the aerothermal component-level models can capture the engine dynamics very accurately [7-12]. However the component-level models are not control-oriented due to the fact the key components such as fan, compressor, and turbine are represented by lookup tables or some other non-analytical modules such as (C or Fortran) program codes, while (unfortunately) most of the control theories assume that an analytical model exists before control design. It is illuminating to point out that nonlinear systems theory has developed rapidly over recent decades including concepts such as zero dynamics and normal forms [13], passivity and dissipativity [14],
nonequilibrium theory \[15\] etc. As a consequence, a number of nonlinear control design
techniques have been well established such as feedback linearization \[13\], recursive designs
including backstepping and forwarding \[16\], energy-based control design for nonholonomic
dynamical systems \[17\] and nonlinear model predictive control \[18\], to name just a few. However
most of the above theories assume implicitly that the system model can be represented by
difference/differential equations. Therefore, for turbofan engines with non-analytical modules, the
above methods cannot be applied directly.

To carry out MBD for engine controls, two fundamental approaches can be used to
“extract” linear or nonlinear models before the transient control design process. The first one is
linearization, however, due to the local nature of linearization techniques, the model such obtained
is only valid within a vicinity of certain operating point (usually within 3-5% of engine shaft
speed), and this explains the reason that gain scheduling has been universally adopted in aircraft
ingen control system design, with the most recent development called linear parameter varying
control \[19-21\]. While gain scheduling control has long been a standard practice \[22\] (particularly
for civil aircraft engine controls), its performance may deteriorate seriously during controller
switching, and this leads to the development of linear parameter varying (LPV) control to obtain
“smooth” transition of controller switching. This LPV approach to MBD of transient control has
been extensively investigated in SNECMA \[23-28\] and the following challenges have been
identified: 1) the LPV model of turbofan engines is difficult to obtain; 2) control design is
relatively difficult to perform due to the non-convexity of LMI; 3) the order of resulting
controllers is relatively high. Therefore LPV modelling and control need further investigation
particularly for the benefit of on-board real-time control.
The above difficulties associated with the linearization technique to control-oriented modelling are reflected by the recent trend in utilizing system identification approaches. One of the most often used is the neural networks model that constitutes off-line training and on-line adaptation process to improve accuracy and real-time performance, resulting neural networks models over the flight envelope [29-31]. However, to the best of the authors’ knowledge, there have not been flight-tested results so far. The significance of neural networks, is that it motivates the utilization of other identification methods for on-board real-time modelling and the investigation of control-oriented model-based designs. In this note, a Hammerstein-Wiener representation of the engine transient model is proposed in section 2; for such a model, a generalized minimum variance type of optimal control law is derived in section 3; the feature here is that the proposed control law does not require the inverse operation of the identified nonlinear system model that often troubles many nonlinear control techniques. Section 4 provides a numerical example is to validate the proposed design before the conclusion in section 5.

2. Turbopfan Engine Hammerstein-Wiener Modelling

The most accurate engine model is the thermal-mechanical component-level model. This type of models can take heat soakage, time delay, turbine cooling etc into account, hence requiring extensive computing power and relatively long computation time and therefore not suitable for model-based design of transient controls; on the other hand, they are not control oriented since the characteristics of key components such as compressors, combustors, and turbines are given in the form of lookup tables; the presence of such mathematically non-analytical modules prevents the (direct) utilization of most of the control design methodologies. To take care of this situation, as explained above, linearization or identification techniques are utilized. In this paper, an
identification approach is taken and a Hammerstein-Wiener representation of the engine model is identified. The result is shown in Fig. 2.

![Figure 2: Hammerstein-Wiener representation of engine model.](image)

The model is obtained with the rotational speed of engine running from 0.9 to 1.0. Considering that a linear model is only valid within 3-5% of the change of rotational speed, the identified Hammerstein-Wiener model retains an acceptable accuracy for 10% of rotational speed change, making it feasible for initial control design evaluation. It is also worth noting that usually there are 6-13 linear models required for interpolation between idle power and TO power. Using nonlinear models may significantly reduce the number of models required and henceforth reduce the switching frequencies. This is advantageous since engine performance can deteriorate during frequent switching. This point has not been fully recognized in engine control system design.
3. Optimal Turbofan Engine Transient Controller Design

To proceed, for the model above, it can be represented using a nonlinear operator (referring to the following block diagram in Fig. 3):

\[ u_0 = W_{1k}(u) \]  

![Block diagram of the engine control system](image)

The control system is shown in Fig. 3 where the sensor model \( W_{a0} \) is a linear model (usually a first order inertial element). Together with the time delay, the sensor model can be combined with the disturbance model as:

\[
\begin{align*}
    x(t+1) &= Ax(t) + Bu_0(t-k) + E\xi(t) \\
    y(t) &= Cx(t) + Du_0(t-k)
\end{align*}
\]  

3.1. Optimal controller design

To derive the optimal control signal, a cost function should first be defined. In this paper, the following minimum variance type of index is considered:

\[ J = E\{\phi^T_0(t)\phi_0(t)\} = E\{\text{trace}[\phi^T_0(t)\phi_0(t)]\} \]
where: \( \phi_0(t) = P_\phi(t) + (F_\phi u(t), \) and \( P_\phi \) and \( F_\phi \) are design parameters. Considering the signal delay, the control signal can only affect \( \phi_0(t) \) after at least \( k \) steps. Therefore there is no loss of generality to express \( F_\phi \) as \( F_\phi = z^{-k} F_\phi \), then \( \phi_0(t) \) can be rewritten as:

\[
\phi_0(t+k) = P_\phi [r(t+k) - y(t+k) - u(t+k)] + (F_\phi u(t))
\]

(4)

Now consider the optimization of the cost function \( J \), the expression \( J = E[\phi_0^T(t)\phi_0(t)] \) can be represented by a combination of optimal estimation \( \hat{\phi}_0(t+k|t) \) and estimation error \( \tilde{\phi}_0(t+k|t) \).

An application of orthogonality leads to:

\[
J = E[\phi_0^T(t)\phi_0(t)] = E[\hat{\phi}_0^T(t+k|t)\hat{\phi}_0(t+k|t)] + E[\tilde{\phi}_0^T(t+k|t)\tilde{\phi}_0(t+k|t)]
\]

(5)

The estimation error \( \tilde{\phi}_0(t+k|t) \) is not correlated with control input, henceforth the condition for minimizing the cost function \( J \) is that the \( k \)-step estimation \( \hat{\phi}_0(t+k|t) = 0 \).

Now:

\[
\hat{\phi}_0(t+k|t) = P_\phi [\hat{r}(t+k|t) - C\hat{x}(t+k|t) - Du(t)] + (F_\phi u(t))
\]

(6)

In the above equation, for each component:

\( \hat{r}(t+k|t) \): this term is the \( k \)-step optimal estimation for reference signal. A reference signal can be represented by a linear system with disturbance:

\[
x_r(t+1) = A_r x_r(t) + B_r \omega(t)
\]

\( r(t) = C_r x_r(t) \)

(7)

where: \( \omega(t) \) is a white noise with zero mean and unity covariance. Therefore the reference signal \( k \)-step optimal estimation is:

\[
\hat{r}(t+k|t) = C_r^k x_r(t|t)
\]

(8)

\( \hat{x}(t+k|t) \) is the \( k \)-step optimal estimation for the combined model, and thus can be written into:

\[
\hat{x}(t+k|t) = A^k \hat{x}(t|t) + T_0(k, z^{-1}) Bu(t)
\]

(9)
where: \( T_0(k, z^{-1}) = z^{-1}(I + z^{-1}A + z^{-2}A^2 + \cdots + z^{-(k-1)}A^{k-1}) \).

Now it is required to estimate the state \( \hat{x}(t|t) \). From the well-known Kalman filter theory, the following state estimation equations are obtained:

\[
\text{Predictor:} \quad \hat{x}(t+1|t) = A\hat{x}(t|t) + Bu_0(t-k)
\]

\[
\text{Corrector:} \quad \hat{x}(t+1|t+1) = \hat{x}(t+1|t) + K_f[\hat{e}(t+1) - \hat{e}(t+1|t)]
\]

\[
\hat{e}(t+1|t) = \hat{r}(t+1|t) - \hat{y}(t+1|t) = C_x(\|t\|) - C\hat{x}(t+1|t) - Du_0(t-k+1)
\]

where \( K_f \) denotes the Kalman filter gain matrix.

Inserting equation (10) and (12) into (11), and rearranging:

\[
\hat{x}(t|t) = T_{f1}(z^{-1})\left[\hat{e}(t) - z^{-1}C_x(\|t\|) + T_{f2}(z^{-1})u_0(t)\right]
\]

where:

\[
T_{f1}(z^{-1}) = \left[I - (I + K_fC)Az^{-1}\right]^{-1}K_f
\]

\[
T_{f2}(z^{-1}) = \left[I - (I + K_fC)Az^{-1}\right]^{-1}\left[K_fD + (I + K_fC)Bz^{-1}\right]z^{-k}
\]

The optimal signal \( u_{opt}(t) \) that optimizes the cost function \( J \) can now be obtained:

\[
P_c\left[C_x^k(\|t\|) - CA^k\hat{x}(\|t\|) - \left[CT_0(k, z^{-1})B + D\right]W_{ik}u_{opt}(t)\right] + F_{ck}u_{opt}(t) = 0
\]

The optimal condition has the following two alternative representations:

\[
u_{opt}(t) = -F_{ck}^{-1}P_c\left[C_x^k(\|t\|) - CA^k\hat{x}(\|t\|) - \left[CT_0(k, z^{-1})B + D\right]W_{ik}u_{opt}(t)\right]
\]

or:

\[
u_{opt}(t) = -F_{ck}^{-1}P_c\left[C_x^k(\|t\|) - CA^k\hat{x}(\|t\|) - \left[CT_0(k, z^{-1})B + D\right]W_{ik}u_{opt}(t)\right]
\]

3.2. Optimal controller implementation

Now observe the optimal control signal as generated from equation (17), it requires the inverse operation of the nonlinear engine model, and this is computationally expensive and in many cases infeasible. In fact, for most of the nonlinear control techniques, optimal control solutions are
obtained through the inversion of the nonlinear system, and it is exactly this inversion that hurdles
the application of advanced control into practical engineering. Meanwhile the optimal control
signal as generated from equation (18) avoids inverse operation of the nonlinear model for its
computation, thus it is ideal for real time engine control application. The block diagram for the
transient engine control system and controller structure is shown in Fig. 4.

![Fig. 4: Generation of optimal control signal $u_{opt}(t)$](image)

The two parameters $P_c$ and $F_{ck}$ are design freedom to further improve the control
performance. Usually, if a PID controller exists that stabilizes the closed loop system, which is the
case for most of the civil and military engine controls, experiences show that it is very easy to find
a set of $P_c$ and $F_{ck}$ that makes the closed loop stable.

To summarize, the following observations are listed:

1. Optimal control signal is provided by the state estimator, and therefore it is essentially a
   Kalman filter based control;

2. There are two structures for controller implementation. As the latter one does not need the
   inverse operation of the nonlinear engine model, it is practically appealing for real time
   engine control;

3. Two design parameters can be utilized to further improve control performance.
4. Fuel Flow Control of Turbofan Engines for Acceleration: Numerical Study

Now consider the simple case for engine speed closed loop control system: fuel flow control of rotational speed of the engine shaft. The following scenario is assumed: the engine is controlled by fuel flow $W_f$ and experiences acceleration from 0.9 to the design point 1.0; it is then decelerated back to 0.9. The Hammerstein-Wiener representation as depicted in section 2 is used for engine model. The two design parameters need to be chosen: first let $F_{dc} = -PI$ to obtain a stable closed loop control system, where $PI$ denotes the PI controller of the engine; then the parameter $P_c$ is chose to be $P_c = \frac{0.5}{1 - 0.2 z^{-1}}$. The control performance is shown in Fig. 5, also shown is the corresponding PI control performance.

(a) Acceleration and deceleration performance of the proposed controller, as compared with that of PI control.
It is seen from Fig. 5 that the proposed controller does not significantly improve the performance during engine acceleration and deceleration, but it is still advantageous in the following points:

1. The transient overshoot is reduced over large envelope flight, and this is shown from the performance during 0-3 seconds. But it is warned that the observed large overshoot is not due to
the PI control design but the model itself. That is, the identified model is not applicable/feasible from idle to 0.9 rotational speed of shaft. However, the proposed controller still suppresses the overshoot effectively;

(2) Fuel consumption is significantly reduced (Fig. 5(b)). Fuel consumption has been a very important performance index for both civil and military engines. It becomes increasingly important for modern engines for clean CO2 emission. In fact, a 1.5% reduction in fuel consumption index is a highly effective design.

(3) Fuel supply becomes much smooth and steady. This is shown in the amplified figure in Fig. 5(c). Smooth oil supply can reduce the fatigue loss in fuel metering devices, and this can further cut down the fuel consumption. In fact, due to the presence of noises and disturbances in the control loop, the PI controller can amplify the detrimental effects, leading to unsteady control performance. This has been a troubling problem in engine control practice and hardware in the loop testing. In the proposed design, however, the design freedom is chosen to be

\[ P_c = \frac{0.5}{1 - 0.2 z^{-1}} \],

and such a choice improves control performance while providing low-pass filtering effects, resulting in a suppression of noise.

Therefore the simulation results, although still preliminary, have validated the effectiveness of the proposed design. They also provide useful guidance for practical design and lay the foundation for carrying out further research on advanced transient control and hardware in the loop testing.

5. Conclusion

The concept of model-based design has been popularized over the past few years in Chinese aviation industry. Administrational and supervisory architecture have been designed to support the model-based design projects. Meanwhile the enabling technologies in smart sensors, high
response actuators etc have been developed into a readiness level, it is expected that advanced controls including nonlinear control will be applied. In China, however, all of the civil and military engines still use conventional PI control methodology, and no essential research on advanced control is carried out. The development in control theory and control engineering has not been taken advantage of in the field of engine controls. The results presented here, should shed some light on this line of research. Next step of research will focus on the nonlinear control design methodology over large envelope and the corresponding hardware in the loop testing, providing fuel economic demonstration.
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