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Biomimetic direction of arrival estimation for resolving front-back confusions in hearing aids
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Abstract: Sound sources at the same angle in front or behind a two-microphone array (e.g., bilateral hearing aids) produce the same time delay and two estimates for the direction of arrival: A front-back confusion. The auditory system can resolve this issue using head movements. To resolve front-back confusion for hearing-aid algorithms, head movement was measured using an inertial sensor. Successive time-delay estimates between the microphones are shifted clockwise and counterclockwise by the head movement between estimates and aggregated in two histograms. The histogram with the largest peak after multiple estimates predicted the correct hemifield for the source, eliminating the front-back confusions.
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1. Introduction

Many hearing-aid algorithms require reliable direction-of-arrival (DOA) estimates in order to enhance or suppress sound sources. Determining DOAs using a bilateral microphone array comprising a microphone at each ear faces a particular problem: Sound sources at the same angle in front or behind the array will produce the same DOA, resulting in a front-back confusion. Human listeners take into account head movements in judging sound-source location, and further, use these movements to resolve front-back confusions. Here, we present a proof-of-concept for a novel bilaterally communicating microphone system that mimics human behavior by measuring head movements to computationally resolve front-back confusions. We previously used bilateral microphone input, generalized cross-correlation (GCC), and head-movement information from micro-electromechanical systems (MEMS) to provide robust front-hemifield accuracy during head movement. The new system extends this technique using head-movement-corrected DOA histograms to allow much more reliable sound-source localizations across hemifields, increasing the potential for signal enhancement. By using MEMS to disambiguate DOA estimates, it also avoids the need for a larger microphone array or more complex localization techniques such as comparing the microphone signals to a library of head-related transfer functions.

The development and miniaturization of MEMS such as accelerometers and gyroscopes in recent years has made positional information available for use in signal/noise-localization algorithms in hearing aids. These low-power devices sense acceleration due to
gravity (accelerometer) and angular velocity (gyroscope) in three-dimensional space and so can provide information about a hearing-aid user’s head movements. The incorporation of MEMS devices has previously been used to select hearing-aid programs by classifying a limited number of listening situations, using features extracted from long-term recordings of eye, head, and body movements in addition to acoustic information.\(^5\) Besides our previous study limited to the front hemifield, there has been no application of MEMS to DOA estimations for hearing-aid algorithms.

1.1 Time-delay estimates for direction of arrival detection

The time-delay estimate (TDE) between the signals arriving at two spatially separated microphones (e.g., bilaterally connected hearing aids) can be used to estimate the DOA of a sound source for hearing-aid algorithms. The GCC algorithm\(^6\) for TDE is commonly used in many audio applications (e.g., using multiple microphones to record live sound)\(^7\) and has previously been investigated for hearing aids on stationary heads.\(^8\) The simplest configuration of a single active source in an anechoic space recorded by two spatially separated microphones can be described by

\[
x_1[n] = s[n - \tau_1], \quad \text{(1)}
\]

\[
x_2[n] = s[n - \tau_2], \quad \text{(2)}
\]

where \(x_1[n]\) and \(x_2[n]\) are the microphone signals, \(s[n]\) is the source signal, and \(n\) is the sample time step. The time delay of the source signal between the microphones \((\tau_s)\) is the difference between \(\tau_2\) and \(\tau_1\).

The estimation of TDE using GCC is a frequency-domain technique for calculating \(\tau_s\), defined as

\[
\Psi_{\text{GCC}}[n] = F^{-1} \{ X_1^*[k] \cdot X_2[k] \}, \quad \text{(3)}
\]

where \(F^{-1}\) is the inverse fast Fourier transform, \(X_1[k]\) and \(X_2[k]\), \(k = 0, \ldots, N-1\) are the frequency domain representations of the microphone signals \(x_1[n]\) and \(x_2[n]\), respectively, \(*\) is the complex conjugate and \(N\) is the analysis window size in samples. \(\tau_s\) is equal to the maximum peak in the GCC function \((\Psi_{\text{GCC}}[n])\). The GCC can be made more robust to noise and reverberation by applying a phase transform (PHAT), setting all frequency magnitudes equal to 1,

\[
\psi_{\text{GCC-PHAT}}[n] = F^{-1} \left\{ \frac{X_1^*[k] \cdot X_2[k]}{|X_1^*[k] \cdot X_2[k]|} \right\}. \quad \text{(4)}
\]

For DOA estimation, each estimate of \(\tau_s\) is converted to its equivalent angle. This can be done using the Woodworth model,\(^9\)\(^10\) or as in this case, using previous empirical measurements of \(\tau_s\) at known angles using a dummy head.\(^3\) These estimates are then aggregated in a DOA histogram.

1.2 Gyroscopically compensated DOA (GC-DOA) estimation

Techniques such as GCC-PHAT are shown to have degraded short-term performance in the presence of multiple signals and noise.\(^11\) Aggregating DOA estimates over time and analyzing the resulting peaks of the aggregate histogram can produce more robust results and increase the number of sources that can be located. If the head moves during the aggregation period, however, estimates will be spread across the angle of head movement. With the addition of a head-mounted gyroscope, however, it is possible to shift and update the aggregate histogram built up during each measurement frame in order to compensate for any head movement.\(^3\) In this method, the histogram of previous DOA estimates were shifted by the difference in head angle between the previous and current estimate. This compensation produces a peak in the DOA histogram at the end of a measurement frame, corresponding to the position of the source relative to the current position of the head. The resulting gyroscopically compensated DOA
(GC-DOA) implementation was described in more detail in our previous paper. This technique was found to be successful for robust, in situ DOA estimates of up to four speech sources but could not distinguish between front vs back sources.

2. Implementation of biomimetic direction of arrival (B-DOA) estimation

Figure 1 shows a diagram of the biomimetic direction of arrival (B-DOA) system. The system uses two microphones as inputs that are mounted on either side of the head and a head-mounted nine-axis sensor: A combined three-axis accelerometer, three-axis gyroscope, and three-axis magnetometer. This nine-axis sensor improved head-tracking accuracy in comparison to a gyroscope alone, as using a calibrated magnetometer greatly reduces or eliminates measurement drift over time. Audio inputs $x_L$ and $x_R$ (left and right microphones, respectively; see top of Fig. 1) were recorded at 44.1 kHz, which was then downsampled to 16 kHz to approximate the sample rate of a modern hearing aid. A Hann window was applied to each 40 ms $x_L$ and $x_R$ segment. No overlap between windowed segments was used so each sample from the nine-axis sensor was synchronized with a single segment of audio. The short-time Fourier transforms (STFT) were taken of each audio segment, resulting in a DOA analysis rate of 25 s$^{-1}$. The GCC-PHAT algorithm was then applied to each pair of audio segments. Assuming the size of the head to be approximately 16 cm in diameter, and the sampling frequency to be 16 kHz, the maximum achievable delay (i.e., output of the GCC-PHAT) at 90° (i.e., the maximum distance between the microphones) was 10 samples, resulting in a range of ±10 samples and a resolution of 9°.

The output of the GCC-PHAT was interpolated by a factor of 8:1 using a polyphase filter (the resample command in MATLAB). Experimental results showed that angles between 80° and 90° resulted in no change in time-delay estimation (TDE) after interpolation. This interpolation produced a resolution of 1°/sample from 0° to 80°. After interpolation, the delay of the largest correlation peak in the interpolated IFFT was selected as the estimate of time delay ($\tau$) between the microphones, and then converted to angle in degrees to produce a DOA estimate. This estimate was then placed in the corresponding histogram bins of two histograms and the process repeated for the next analysis window.

During each analysis window, the rotational velocity information measured by the head-mounted nine-axis sensor was used to determine the angle through which the head had rotated since the previous analysis window (see bottom of Fig. 1). Two histograms of DOA estimates were created: One was shifted counterclockwise by the measured head-rotation angle ($+d\theta$), being the correct shift for a source in the front hemifield (front histogram), while the other was shifted clockwise by the measured head-rotation angle ($-d\theta$), being the correct shift for a source in the rear hemifield (rear histogram). The current DOA estimate was added to the histogram unchanged. One measurement frame consisted of a 1-s aggregate of 25 analysis windows, in order for the head-movement compensation to have a measurable effect on the histograms. Each measurement frame was discrete from the next. Shifting the histogram in the correct direction (counterclockwise for the front and clockwise for the rear hemifield) to compensate for head movement...
produced a strong peak at one DOA in the measurement frame, whereas shifting the histogram in the wrong direction produced no peak during continuous head movement and a widened histogram distribution. By shifting the histogram in both directions, the histogram with the largest peak at the end of a measurement frame corresponded to the strongest source active during the measurement frame and the correct hemifield selection.

3. Experimental tests

In the experimental testing of the proposed method a single loudspeaker (JBL Control 1 Pro, JBL, Northridge, CA) was placed 1.5 m directly in front (0°) or behind (180°) the participant at a height of 1.2 m. The participant’s head moved through approximately 60°, from −30° to +30°. The signal was composed of concatenated, same male-talker sentences from the IEEE York corpus and presented at 65 dB in a 6.5 m × 5 m × 3 m room with an RT₃₀ of 0.35 s.

Two in-ear microphones (Sound Professionals MS-TFB-2, The Sound Professionals, Hainesport, NJ) were placed on top of the participant’s pinnae to simulate the position of behind-the-ear hearing-aid microphones. A Zoom H4n was used as the microphone preamp and analog-to-digital converter. A nine-axis sensor (Sparkfun SEN-10724, SparkFun Electronics, Boulder, CO) was calibrated using the RAZOR AHRS software (P. Bartz, Berlin, Germany). Head-position data were collected from it using an Arduino Uno microcontroller (Arduino, Torino, Italy). Both audio and motion data were recorded by the same computer. To maintain synchronization of the audio and motion recordings, the most recent reading in the motion buffer of the nine-axis sensor was recorded at the end of each analysis window (every 40 ms). The nine-axis sensor ran at a sampling rate of 50 Hz to maintain a reading in the motion buffer at all times and resulted in a maximum asynchrony of 20 ms between the audio and motion data. The maximum head-turn velocity during recording was 36.6° s⁻¹, producing a maximum variability between the measured and actual head position of 0.7°. This would be sufficient to shift DOA estimates into a histogram bin adjacent to the correct one.

The nine-axis sensor required several seconds at start-up to obtain enough information to calculate its initial position, therefore the first 5 s of each recording were discarded. Recordings were made for 15 s, with the first 5 s discarded to allow for sensor self-calibration, resulting in 10 s of data (i.e., ten measurement frames) from each recording. After start-up, the system requires only 1 s of recording (one frame) to determine the position of a source in the front or rear hemifield. The participant was instructed to make smooth and steady head movements back and forth between two markers placed on a facing wall at ±30° (0° being straight ahead) throughout each recording.

4. Results

Figure 2 shows a 10-s example of a recording with the head moving between −32° and 35°. The source is in front of the participant (0°). The head movement as measured by the head tracker is shown in the top row. The second row shows the DOA histograms with no shift applied to them. The third row shows the clockwise-shifted DOA histograms for ten 1-s measurement frames (25 analysis windows in each frame). The fourth row shows the counterclockwise-shifted DOA histograms for the same measurement frames. The shift (clockwise or counterclockwise) that produces the largest peak in each measurement frame is used as a prediction of the source hemifield: Larger peaks in the counterclockwise-shifted histogram predict a source in the front hemifield, and larger peaks in the clockwise-shifted histogram predict a source in the rear hemifield. Large peaks in the histograms with no shift represent periods of little or no head movement. Though these may be similar to one of the shifted histograms, they provide no information on the source hemifield. In every measurement frame in Fig. 2, the counterclockwise-shifted histogram (fourth row) produced a higher peak than the corresponding clockwise-shifted histogram. Therefore in each measurement frame, the difference in the histograms correctly placed the signal in the front hemifield. Table 1 shows the peak angles in the counterclockwise-shifted (CCW) histograms and the angle obtained from the head tracker at the end of each measurement frame. The absolute localization error was the absolute difference between the two values and...
gives a measure of the source localization accuracy. The absolute localization error varied between 0.7° and 6.2°.

Figure 3 shows a 10-s example of a recording with the head moving between −34° and 35°. The source is at the rear of the participant (180°). The head movement and shifted DOA histograms are shown as in Fig. 2. The selection rules are applied as in Fig. 2. In the histograms with no shift, large peaks represent periods of little or no head movement. In every measurement frame in Fig. 3, the clockwise-shifted histogram produces a higher peak than the corresponding counterclockwise-shifted histogram. Therefore in each measurement frame, the source was correctly placed in the rear hemifield. Table 1 shows the peak angles in the clockwise-shifted (CW) histograms and the angle obtained from the head tracker at the end of each measurement frame. The absolute localization error varies between 0.6° and 11.2°, a larger range than the results for the previous front-hemifield example.

5. Discussion

The results show that a sound source can be robustly identified to be in the front or rear hemifield relative to a participant by combining a bilateral array comprising one

Table 1. Head angle at the end of each frame, angle of histogram peak for counterclockwise-shifted (CCW) histograms (source at 0°, front hemifield) and clockwise-shifted (CW) histograms (source at 180°, rear hemifield) and absolute localization error (abs. loc. err. = |head angle – angle of histogram peak|).

<table>
<thead>
<tr>
<th>Frame</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
</tr>
</thead>
<tbody>
<tr>
<td>Source at 0° (front)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Head angle (°)</td>
<td>32.8</td>
<td>11.9</td>
<td>−11.1</td>
<td>31.1</td>
<td>0.4</td>
<td>24.5</td>
<td>16.7</td>
<td>−7.2</td>
<td>−28.7</td>
<td>−2.0</td>
</tr>
<tr>
<td>CCW hist. peak (°)</td>
<td>−39.0</td>
<td>−15.0</td>
<td>13.0</td>
<td>34.0</td>
<td>−2.0</td>
<td>−29.5</td>
<td>−16.0</td>
<td>8.0</td>
<td>32.0</td>
<td>1.0</td>
</tr>
<tr>
<td>Abs. loc. err. (°)</td>
<td>6.2</td>
<td>3.1</td>
<td>1.9</td>
<td>2.9</td>
<td>1.6</td>
<td>5.0</td>
<td>0.7</td>
<td>0.8</td>
<td>3.3</td>
<td>1.0</td>
</tr>
<tr>
<td>Source at 180° (rear)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Head angle (°)</td>
<td>14.5</td>
<td>−15.0</td>
<td>32.8</td>
<td>−0.3</td>
<td>31.6</td>
<td>−1.3</td>
<td>−31.4</td>
<td>−9.0</td>
<td>27.6</td>
<td>12.5</td>
</tr>
<tr>
<td>CW hist. peak (°)</td>
<td>9.0</td>
<td>−22.0</td>
<td>−40.0</td>
<td>−6.0</td>
<td>31.0</td>
<td>−8.0</td>
<td>−42.0</td>
<td>−18.0</td>
<td>27.0</td>
<td>10.0</td>
</tr>
<tr>
<td>Abs. loc. err. (°)</td>
<td>5.5</td>
<td>8.8</td>
<td>11.2</td>
<td>5.7</td>
<td>0.6</td>
<td>6.7</td>
<td>10.6</td>
<td>9.0</td>
<td>0.6</td>
<td>2.5</td>
</tr>
</tbody>
</table>
microphone at each ear, the head movements of the participant, and selecting the (shifted) histogram with the largest peak. Showing both clockwise and counterclockwise rotations of the head demonstrates that the system can determine the position of a source for both rotational directions without additional a priori knowledge.

The counterclockwise-shifted histogram peaks for a source in the front hemifield were generally higher and narrower than the clockwise-shifted histogram peaks for a source in the rear hemifield. Absolute localization errors at larger head angles are smaller for counterclockwise-shifted peaks than for the clockwise-shifted peaks. For example, counterclockwise-shifted frame four reports a head angle of $-31.1^\circ$ and an absolute localization error of 2.9°, whereas clockwise-shifted frame reports a similar head angle of $31.4^\circ$ and an absolute localization error of 10.6°. Therefore, the counterclockwise-shifted peaks are seen to be more accurate. The relationship between time-delay and direction of arrival was derived by empirical measurement for the front hemifield only. This relationship may not be the same in the rear hemifield, resulting in the reduction in accuracy at larger angles. Further work is required to determine the source of this inaccuracy, perhaps by extending the empirical model or applying an improved Woodworth model that takes account of variations such as ear position and source distance.

The maximum temporal offset between the nine-axis sensor and recorded audio could also be reduced by increasing the sample rate of the sensor, which would reduce the number of incorrectly shifted estimates and increase the height of the histogram peak. Increasing the height of the histogram peak would make the technique more robust to the increased number of inaccurate estimates that can be caused by diffuse noise and longer reverberation times. In addition, the system is only able to determine the correct hemifield of a source if the head moves during a measurement frame. The minimum angle of head movement required during a frame for robust hemifield detection has not yet been investigated.

The speed and extent of the head movements performed during the recording are within the bounds that could be expected during a conversation. The constant oscillatory movement is not natural localization behavior, but serves as a proof of concept. Frame by frame, it can be seen that though the starting point, change in angle and thus the speed of head movement changes, the system correctly predicts the position of the source in the front or rear hemifield. In the real world, the minimum required angle would depend upon the sample rate and accuracy of the nine-axis sensor, and the audio sample rate and upsampling method used for the GCC-PHAT.

Fig. 3. Same as Fig. 2 except for a source in the rear hemifield ($180^\circ$).
This approach may work if there were a number of sources in the same hemifield. That question was partially explored in a previous paper. In that paper, up to four active sources were accurately localized during a head movement using a similar system. The previous system had two major differences to the current one. First, only a counterclockwise histogram was produced previously, as the sources were assumed to be in the front hemifield. Second, the length of measurement frame was previously four seconds (100 estimates), making the update speed of the previous system four times slower than the current system. While we see no theoretical reason for the system to fail with multiple sources, this has not yet been explicitly tested.

6. Conclusion
A biomimetic system for resolving front-back confusions in DOA estimation was designed and tested. The system utilized head motion to differentially rotate GCC-PHAT estimates of DOA against head motion over time. Using simple peak size comparisons between congruent histograms, it was shown that the correct hemifield was selected for a single source. This system extends the robust measurement space of a two-microphone, time-delay estimation technique from 180° to 360° without the need for a larger array or more complex localization techniques such as comparing the microphone signals to a library of head-related transfer functions.
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