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Abstract

In this paper we estimate the parameters in the stochastic SIS epidemic model
by using pseudo-maximum likelihood estimation (pseudo-MLE) and least squares
estimation. We obtain the point estimators and 100(1 — )% confidence intervals as
well as 100(1 — )% joint confidence regions by applying least squares techniques.
The pseudo-MLEs have almost the same form as the least squares case. We also
obtain the exact as well as the asymptotic 100(1 — «)% joint confidence regions for
the pseudo-MLEs. Computer simulations are performed to illustrate our theory.
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1 Introduction

In general parameter estimation in stochastic differential equations (SDEs) is a non-trivial
problem [2, 9]. Many SDEs are non-linear, making simpler approaches to estimation im-
possible to implement. Young [27] reviews parameter estimation methods for continuous
time models. Nielsen et al. [21] updates this to include newer methods for discretely
observed SDEs. Timmer [26] discusses the relation between Maximum Likelihood Esti-
mators (MLEs) and quasi-MLEs and compares the quasi-MLE approach with the At = §t
approach in simulations. Kristensen et al. [11] considers the stochastic "grey box’ model
and presents the approximate MLE approach based on normal approximation and use
of the extended Kalman filter and a software package CTSM. Bishwal [2] discusses the
asymptotic properties of MLEs and Bayes estimators of real valued drift parameters in
SDEs. Parameter estimation for stochastic delay differential equations (SDDEs) in par-
ticular has been studied for the last ten years, see e.g. [7, 12, 13, 14, 23, 24, 25].

In this paper we estimate the parameters in the stochastic SIS (susceptible-infected-
susceptible) epidemic model as formulated in [6] as an SDE model. This SDE is non-linear,
and pseudo-Maximum Likelihood Estimation and least squares parameter estimation will
be applied. Our main contribution in this paper is variance estimation. We obtain not
only the point estimators but also the interval estimators for parameters and also the joint
confidence regions taking the correlation among the parameters and the overall degree of



confidence into account. Also, we investigate the factors which influence the width of the
confidence intervals and the area of the confidence regions both analytically and in our
simulation examples.

The well-known SIS model is one of the simplest epidemic models and is often used
to model diseases for which there is no immunity, including gonorrhea [8], pneumococcus
[15, 17] and tuberculosis.

In our previous paper [6], we derived an It6 SDE SIS model from the deterministic
one

{ dS(t) = [uN — BS(t)I(t) +~I(t) — pS(t)|dt — o S(t)I(t)dB(t), (1.1)
dI(t) = [BS(H)I(t) — (u+7)I(D)])dt + o S(H)I(t)dB(t) '

with initial values Sy 4+ Iy = N, where Sy and I, are initial numbers of susceptible and
infected individuals in a population of size N. S(t) and I(t) are the numbers of susceptible
and infected individuals at time ¢ and B(t) is a scalar Brownian motion. This model has
parameters (3, 7, p and new parameter o. Here p is the per capita death rate, and ~
is the rate at which infected individuals become cured, so 1/v is the average infectious
period. The parameter (3 is the disease transmission coefficient, so that § = A/N where
A is the per capita disease contact rate. The parameter A is the average number of
adequate contacts of an infective per day. An adequate contact is one which is sufficient
for the transmission of an infection if the contact is between a susceptible and an infected
individual. Regarding the parameter o, o?dt quantifies the size of the variance of the
number of potentially infectious contacts that a single infected individual makes with
another individual in the small time interval [t + dt).

As S(t) + I(t) = N, it is sufficient to study the SDE for I()

dI(t) = I(t) ([m\r — =y — BI(®)|dt + (N — I(t))dB(t)) (1.2)

with initial value 1(0) = Iy € (0, N), and in the rest of the paper we will concentrate on
this SDE only.

The organization of this paper is as follows: In section 2 we apply the least squares
estimation approach to our problem and obtain the point estimators, interval estimators
and confidence regions for the model parameters 3, n = pu + v and 0. We consider the
cases of parameter estimation for both one sample of data and multiple samples. We
also investigate the factors which influence the width of the confidence intervals and the
areas of the confidence regions. Simulation examples are given to illustrate our theory.
In section 3 we discuss the pseudo-MLE method. We obtain the maximum likelihood
estimators and exact and approximate confidence regions, and again consider the case of
multiple samples. Also we compare the pseudo-MLEs with the least squares estimators
both analytically and in our simulation examples. In section 4 we summarise the findings
in the paper and indicate further ongoing work to be reported.

2 Least Squares Estimation

We will use the Euler-Maruyama (EM) scheme [18, 19] to approximate the path of the
process such that the discretized form of the process can be rearranged as a regression



model. Then the regression theory can immediately be applied to estimate the model
parameters. In this section point estimators, 100(1 — «)% confidence intervals as well as
100(1—a)% joint confidence regions will be obtained for our model parameters. Simulation
examples will be given to illustrate our theory.

2.1 Regression Model

Let {1} }}_, be observations from process (1.2). Given a stepsize At and setting Iy = 1(0),
the EM scheme produces the following discretization over small intervals [kA¢, (k + 1)At]

Ik—f—l - Ik = ]k(ﬁN — =7 — ﬂ]k)At + O'(N - ]k')]k'AWka (21)

where AWk = Wk+1 - Wk

Equation (2.1) can be rewritten as
Ykl = NMUpy1 + C+ 0L 41, (2.2)

where yp41 = %, N= s Uggr = —N@Afk, ¢ = VAL and Zy ~ N(0,1). We
can get the observations (y;, ;)" if data points {I; }}_, and stepsize At are provided. We
then write the model as y; = nu; +c+¢; (i =1,2,...,n), where g; ~ N(0,0). This looks
like a simple linear regression model but with the difference that y = (y1,y2, ..., yn) is a
random variable instead of a response variable which is conditional on u = (uy, ug, ..., uy).
However we still can use the regression theory to estimate 1 and [ since estimation is
based on the least squares method, i.e. to minimize 3.7, (1 — nu; — ¢)°, which is not
affected by whether y is a random variable or not.

Rawlings (1998) [22] discusses multiple linear regression in the general matrix form

Y =X0 +e¢, (2.3)
where
U1 1 21 212 -0 @y o €1
v — y'g 7 X 1 x?l .I'QQ . -CE.Qp 7 0 _ 9'1 Ce— £9
Yn 1 Tn1 Tp2 - Tpp Qp €n

The calculations work equally well for (2.2), which can be written in the matrix form
(2.3), where Y and e remain the same while X and 6 become

vV JAN? U1

X = \/:A_t 1. ez(ﬁ).

VAL u,



2.2 Point Estimators

We use the formulae in the multiple linear regression theory to derive the estimators for
n and [ as

(g) =6 =X"X)"(X"Y)

— 1 (\/_Zukzyk—\/_zukZukyk)
nAt S u — At (3 ug)’ ALY S ugyr — Aty g Yy

Here " represents S, as does the 3 below.

Then we have point estimators as

A ZUEZyk—ZukZuwk
VA VAL w) 29

and

N> urye — . U Zka7 (2.6)

n =

which are equal to

I _I 1 I _I

”Zuv <ZN fk)

B = (2.7)

and

I —1 1 I I
I:(Jfr\;*b}: ZN I, Z ]\;€+}k ;
Sty (S5)

We consider a time interval of total length T divided into n subintervals each of length
At so nAt = T. Hence as n — oo and At — 0 with nAt = T, the sums approach the
integrals, i.e.

i = (2.8)

Hence we have that as n — oo, ﬁ and 7 tend to
I(T)
B:f th f w—nr A — fo N— I(t dt - fl( (N 7l
Tfo (N— ](t 2dt— <f0 N—I(t) dt)

and )
. Jio) N-DI I)I df - fo N

1
Tfo (N—I(t))2 <f0 N— I(t dt)

g dt — TfI(O —11)21d1




2.3 Variance of Estimated Parameters

Confidence interval estimators of parameters give more information than simple point
estimators. To obtain interval estimators for the parameters § and 7, we need to calculate
the variance of @ using the formula

var(0) = (XTX) 102, (2.9)

where 02 can be estimated using the residual mean square

—_X0\T — X0
&2:(Y Xi)_(;[ Xa), (2.10)

where p is the number of parameters and is 2 in this case. Equation (2.10) can be
simplified as
o, Y'Y —YTXH
g =
n—2
if we substitute § = (X7X)"1(X”Y) in (2.10).

Then equation (2.11) can be written as

(Tt (VR (S

Substituting (2.4) in (2.12) we get

(2.11)

NSRS =Y g (S ) — Sk (D)’ —n (X veun)® + 2w X e 3y
(n-2)(nYu} — (Nw)) ’

(2.13)
which is
1
0 (nE - o (2 x))
n (Itpr — I)° 1 _ (s — Ii)” 1 ’
( 23 (N = L)? 2 (N = L)* 25 (N = I)" (Z N- Ik) (2.14)

I N A A AN

_ZM(ZM) (ka(N—Ik)Q)
1 Ty — Iy, Tiyr — I

+2ZN—kafk<N—fk>ZMN—LC)Q)'

2

Theorem 2.1 The estimator 62 in (2.12) is an asymptotically unbiased estimator for o>

in (2.2), i.e.

as n — oQ.



Proof.

RSS 1
A2 j : ~\2
7 n—p n—2 (g = G)” (2.15)

where RSS is the sum of squares of residuals for model (2.2) and p is the number of
parameters to be estimated.
After substituting for 3 and # using (2.5) and (2.6)

~

Uk — Yk = Yk

A
_ (D ways — Do, wi Y Yi) U,
A

Y

where A = n Y, u? — (3, u;)? and 3, represents 3.1 here and throughout the rest of
the paper.

Since yr = BV AL + nuy + o Zy,
Yk — Uk = BVAL +nuy, + 0 Zy
DY u? Y J(BVAL+nu; +0Z;) = > u > wil BVAL+ nqu; + 0Z;)

A
[n3 wi( BVAL+ nug + 0 Z;) — 3w S (BVAE + nus + 0 Z;) |k
A :

Therefore 62 can be simplified as

2
o? Z (Z Wen Y Wil — Uy Ziy Ui Y D — > u Y uiZ,»)
kE — )

n—2 A
which is equal to

2 2
o’ Z(Z 2, (nukZiuiZi_ukZiZiZiui> N <Ziui22izi_2iui2iuizi>
k

n—2 A A
_2Zk ) ) [ _2Zk: 7 ) [ [
A A
N o (unn D i — w3 i Zi 3 i i) (2 w2 = ui ), UiZz‘))
A? '

This can be simplified as

e (5 e
-n (Z uk2>2 <Z Zk)2 +n <Z uk.Zk>2 (Z uk>2
-9 <Zuk)SZZkZuka +2n2uk2uk2k2uk22Zk)>,
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which equals

n (X wZi)’ =S w2 (X Ze)" + 22w Y unZi > Zi,
(ZZ - > — (3 ) )

This can be written as

(sz - 725’;?) —A-i(sz)QJrB ZT“:’“Z’“ %?) (2.16)

where
D 3L SRNVTIY) S S 1
nyouf — (S u)” nyuf — (N uw)”
Note that

Z Z
22k N(0,1) and 2=leZ

v V2

since Z ~ N(0, 1) and the Z; are independent. Moreover

~ N(0,1),

(Z Zi)" and ¢ (S uZ)® have mean

Su?
1 and variance v, where v can be worked out and is 1ndependent of n (it is the variance
of the square of a standard normal random variable).

Therefore

o (4 Ewz) (E4) o Swl T\
e

as n — oQ.

Also Z? has mean 1 and variance vy independent of n since Z; ~ N(0,1). Therefore
L7 — N(l ) as n — oo by the Central Limit Theorem.

Hence 6% — o2 with probability one as n — oo as required. O

Using 62 to estimate o2 in (2.9) we have

~

var(0) = var (@) = !
n nAt Y ui —

Zui —\/A_tzuk ~2
S (A aar )o@

2.4 Interval Estimation

The distribution of the parameter estimators B and 7 if 02 is known is exactly multivariate
(actually bivariate) normal by the least squares regression theory [22]. However we are
estimating o2 by 62. Hence if the number of observations n is large, the approximate

100(1 — a)% confidence intervals (Cls) for § and 7 respectively are

B + Za)o var(ﬁ) =

2 o 2452
Zukak D Uk Y UkYk jE201/2\/ > upe (2.18)

VALY u? — VALY ug)? nAt Y ui — AL uy)?



and

A Ny URYE — Y Uk ) Yk nAts?
Y. 2 . (219
L e e

where 2,5 is the upper a/2 value of the standard normal random variable, e.g. 225 =
1.96 for a 95% CI.

We notice that as n — oo, the 100(1 — a)% CIs tend to

I(T)
f woior A f( o1 fo N— I(t dt - fI(O (N=1)°I ) I
Tfo (N,I(t))Q dt — <f0 N— I(t dt)

T 1
Jo (N=1(t))? dt- o

+ Zaf2
Tfo I(t )2 dt — <f0 N— I(t dt)
and
I(T)
100) (N—DI I)I dr - fo N dt Tf[( N Al
1
T fy mdt— <fo NI dt)
To?
+ Zaf2 T ) PR
N (fo N——I(t)dt>
respectively.

Theorem 2.2 The asymptotic widths of the Cls for both 3 and 7, which are

T

Ty aor (fo —l

2 X Za )2

and

To?

PRI
T fo (N=I(1)? dt — (foT N+I(t) dt)

are strictly decreasing as T increases.

2 X Za)2

Proof. Considering first the width of the CI for £,

Jo e dt 1
o i@y — (2.20)

d
Tfo =y U~ (fo S0 dt) T - M

o -1wy? #




Then the derivative of the denominator is equal to

i T <fo N— I(t dt)

T
dr 1, & I(t th

2 [ e d i)’
B fo N—-I(t) by fo I(t _( 1(T <fo N— I(t t)
- 2

<f0 ftdo

T 1

_ <f0 (N—1I(t))? dt — T) fo N— I(t dt) > 0.
T 1
<f0 (N=I(t)* dt)

Given a sample path I(¢) defined on the interval [0, 7] with I(0) > 0, we deduce that
I(T) € (0,N) [6]. The only way that the denominator of (2.20) is not strictly decreasing

is if
T 1 1 T 1
/0 (N—I(t))th:N_](T)/o NEF oM

on an interval [T, T + ] for some € > 0.

So if AT is small enough

T4+AT T+AT
(N—I(T+AT))/O mdt:/o dt(221)

and

T 1 T 1
(N—[(T))/O mdt:/o mdt. (2.22)

Subtracting (2.22) from (2.21) we have

(N — I(T + AT)) — (N — I(T))] /Oﬂﬂ b

T+AT 1 T 1
(N I(T)) (/0 o /0 T dt)
T+AT 1 T 1

which is equal to

(—I(T + AT) + I(T)) < /0 T i o(AT))

AT




This equals

— I(T)((BN =5 = BI(T))AT + o(N — I(T))[B(T + AT) = B(T)] + o(AT))

/T%dtzo(AT).
o (N—I(Q))

Dividing by v AT we have

(T ((gzv = BIT)WAT + o(N — 1(T) 2L \A/%_ B(T)) — o(VAT).

Letting the time step AT be very small and choosing €y > 0, 3 AT, < 1 such that for
AT < ATy the o(vAT) term is between —eqol(T)(N — I(T))V AT and +eooI(T)(N —
I(T))V AT, hence must lie between —eooI(T)(N — I(T')) and g0 I(T)(N — I(T)).

Hence the term
B(T + AT) — B(T) e BN —n—pBI(T)
VAT

But w ~ N(0,1) so the probability that it lies in the above interval tends to

zero as €g — 0. Hence

T 1 . X
P</0 (N_[(t))th:N_I(T)/N—I(t)dt on [T,T + ¢ fOI"SOIne5>O) —0.

So the denominator of (2.20) is strictly increasing and the width of the CI for g is
strictly decreasing in 7. Similarly we can prove the case for n. O

BN —n—BI(T)
dN-IT) T e(N—I(T) )

In the same way as for the simple linear SDE case, the asymptotic widths of the Cls
here do not depend on the size of time step At but only on the total time period T', and
are decreasing as 1’ increases.

2.5 Joint Confidence Region

We have obtained univariate Cls for each parameter 3 and 7 in the last section. However
individual CIs do not take into account the correlation among the parameters. Also, they
do not reflect the overall degree of confidence. Joint confidence regions take both issues
into account. So we will obtain a joint confidence region for 5 and 7 in this section.

A 100(1—a)% joint confidence region for the general regression model (2.3) is obtained
from the following inequality [22]

(0 —0) ' (XTX)(0 — 6) < po?F.,, (2.23)

where Iy, ,,,, is the value of the ['-distribution with degrees of freedom p and v that leaves
probability « in the upper tail, p is the number of parameters and v is the degrees of
freedom associated with .

10



Our case only involves two parameters so the 100(1 — «)% joint confidence region for
# and 7 can be written as

(- e (-

After substituting (2.17) in (2.24), it can be easily calculated as

n (5= 8) + 2VBEY (B = ) — ) + 3w (3= 1) < 26 Fann,  (225)

where (3 and 7 are known in (2.4).

We compute that

2 2
ZVAN; <Z uk> — 4dnAt Zuz = 4At< <Z uk> —n Z ui) . (2.26)
Defining the vectors in R"
a=(1,1,...,1) and b= (uy,ug, ..., uy) .

then |a|?|b|*> > |a-b|? as |a- b| = |a||b|cosfl, where 0 is the angle between a and b. Then
we have |a|?> = n, |b|?> = Y. u} and |a-b| = (3 ux)®. So (2.26) is strictly negative since
the angle between a and b is not 0. Therefore the boundary of the 100(1 — )% joint
confidence region is an ellipsoid.

Example 2.5.1 Assume that the parameters are given by T = 1, 1(0) = 10, f =
0.5, p =20, v =25 N = 100, and 0® = 0.03 for the model (1.2). T = 1 is scaled
to represent one year and N = 100 represents 100 million people. We will use the same
scaling for the rest of the examples.

We simulate 1(t) using the above parameters by the EM method with a very small
step size At = 0.001 and save these I(t) as our true data set. Then we sample every 10th
data point in the data set to obtain the sample for our parameter estimation, so n = 100
observations and At = 0.01 for our sample.

With the sample we obtained, with o = 0.05 we find the boundary of the 95% joint
confidence region for 3 and n by using (2.25) and the univariate 95% Cls for each of them
by using (2.18) and (2.19), and also the point estimators by using (2.5) and (2.6), which
are shown in Figure 1a. The ellipsoid in the figure represents the 95% joint confidence
region while the grey lines represent the univariate Cls. We see that most of the ellipsoid
lies in the square which represents the univariate Cls, but the area of the ellipsoid is much
smaller than the square. It indicates the advantage of the joint confidence region that it
drops out many of the extreme values in the univariate Cls and is more efficient. We
see that the ellipsoid is centered at the point estimators of 3 and n. The red point which
represents the true value of § = 0.5 and n = 45 lies in the ellipse.

Example 2.5.2 Assume that the parameters are given by I(0) = 10, f = 0.5, p =
20, v =25, N =100, and o* = 0.03 for the model (1.2), as in Example 2.5.1.

11
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Figure 1: (a) is the 95% joint confidence region for 5 and 1 obtained using the parameter
values in Example 2.5.1 with 7' = 1. The ellipsoid in the figure represents the 95% joint
confidence region, while the grey vertical and horizontal lines represent the univariate Cls
for each of g and n. The black point marked in the figure is the point estimate for 3 and
n, and the red point represents the true values of 5 = 0.5 and n = 45; (b) is the 95% joint
confidence region for 3 and n using the parameter values in Example 2.5.2, with T" =5
(black), T" = 20 (grey) and 7' = 50 (blue). The red point represents the true value of
£ = 0.5 and n = 45.

In order to see the influence of different interval lengths T on the 95% joint confidence
region, we now vary the value of the interval length T as T =5, T = 20 and T = 50 and
use the same method as in Example 2.5.1 to simulate a data set for each T and sample
from each of them. When we increase T" we increase the number of observations n in
proportion to T to keep At fized. We then obtain the three 95% joint confidence regions
for the different values of T', which are shown in Figure 1b. We see that the area of the
95% joint confidence region becomes smaller with larger T (larger sequence of observations
n). The red point which represents the true value of 3 = 0.5 and n = 45 lies in all the
ellipses.

2.6 Estimation from Improved Regression Model with More
Data Sets

The CIs for both 8 and 7 are dependent on the sample path. If more data sets are available,
we can expand the original regression model to get better parameter estimation.

Assuming that we have m data sets each of size n, we can put all these data sets in

12



the regression model (2.2), so that Y, X, 6 and € become

Y11 VAL uy €11
Y12 VAL upp €12
Yin v At Uin €1n
Yo1 VAL g €21
Y22 VAL ugn €92
Y = , X = s 0= (6) , €= )
Yon VAL usy, g Ean
Ym1 VAt Um1 €mi1
Ym2 v At Um2 Em2
Ymn v At Unn Emn

using the same formula as in (2.4) we have
(g) — 6 — (X"X)(XTY)
1 (vAtZZu?jZZyzj—vAtZZuijZZuwyij)

~ mnAt Yodoun = A3 ;) mnALY Y S wiyi; — ALY DY i Y0 Y Vi
(2.27)

where Y>> =>"" Z;:& and similarly below.

In the same way, we can get

o Y'Y -YTX6
g =
mn — 2

(P (EEE-(E )

= = 2) (AT S Z:lu?] ALY Zuij)2) : (mnAt Z Z Vi) Z Z ug; (2.28)
AN S Ty <Zzuj)2 — ALY Y <ZZyj)z
— mnAt <Z Z yijul'j)Z + 2At Z Z Usj Z Z Yij Z Z yijuij> :

When proving 62 is an asymptotically unbiased estimator of o2, the procedure is

similar to the one we used before. We use an equation similar to (2.15),

52 = mnl— 5 Z Z (yi5 — vi3)”

13




After almost identical working to that used before, we can simplify 62 as in (2.16), except
that the ) now represents » ", > "~ ~, and the denominator under o2 is mn — 2. We
know that n — oo implies mn — oo.

So following almost the same procedure for the proof as before, we can prove that
6% — o2 with probability one as n — 0.

Using formula (2.9) and ¢ in (2.28) to estimate o we have

) = var (ﬁ:) = !
U mnAtYy Y ug —

var (0

(Zzum \/_ZZUU)&
AE(S S ui)’ \ VALY Y umnAt
(2.29)

If the number of observations is large, the 100(1 — «)% CIs for 5 and n estimated
from the regression model with m data sets are

B + Za/2 UGT(B>

:ZZu?jZZyﬁ—ZZuUZZWUiz 2\/ > U2
mny/ALYS Y u — VALY Y uiy)’ I mn AT S - A (D Y i)’

and

77 - Za/2 U@T(ﬁ)
_ ngZu”y” —ZZUUZZQU + P m’rI,At&Q
mn 3> ug — (3 Y ui)” mnALY Y ud — At (3 uy)’
respectively.
As n — oo, the 100(1 — a)% CIs tend to

T I(T) T I(T)
Zfo (N—}i(t))2dt'2f NII)I ’_Zfo NII(t dt'Zf NI)?I dI;
mTZfo N— I L2 Zfo N- I(t di)?

(2.30)
Zfo 7dt~02
:l:Za/Q T d
Zfo NIt) Zfo NI(t t)?
and
1,(T)
Zf[(o (N T dli Zfo N=IL,(t) mTZfI(O (NI 7 Al

mTU2
:l:Za/Q 2
Tzfo - it Zfo N—I;(t)

respectively. Here )" represents » ", .

Example 2.6.1 Assume that the parameters are given by I(0) = 10, f = 0.5, p =
20, v =25, N =100, and o* = 0.03 for the model (1.2), as previously.

14



In this example we compare the following 3 methods in terms of the efficiency of
interval estimation. Method 1: One observer is assigned to record 1(t) at one location four
times more densely than the comparison during T'. Method 2: Two observers are assigned
to record 1(t) with the same time steps as the comparison at four locations during T and
these four samples are combined for estimation. Method 3: one observer is assigned to
record I(t) with the same time steps as the comparison during time period 4T. To achieve
this purpose we design the experiment as follows:

We obtain three data sets as in Example 2.5.1, 5 times. The first 4 data sets use the
model parameters above and T = 25, while the fifth data set uses T = 100. Then we sample
every 20th data point in the first data set to obtain sample A, son = 1250 and At = 0.02
for this case. We use sample A as the benchmark. For Method 1, we obtain sample B
by sampling every 5th data point in the first data set, so n = 5000 and At = 0.005 for
this case. We then use (2.18) and (2.19) to obtain the 95% Cls for 3 and n. For method
2, we sample every 20th data point in the 2nd to 4th data sets to get sample C, D, E
and combine them with sample A to obtain 4 samples each of n = 1250 and At = 0.02.
For sample A, C, D and E combined together we have n = 5000 observations in total
and At = 0.02. We then use estimators from the regression model with more data sets
using (2.30) and (2.31) to obtain the 95% CIs for 3 and n (with o = 0.05, 242 = 1.96).
For method 3, we sample every 20th data point in the 5th data set to obtain sample F' so
n = 5000 and At = 0.02 for this case. The results are displayed in Table 1.

We see from Table 1 that Method 1 (Sample B), using a sample from one location
with denser observations, does not give smaller Cls for both 3 and n, while Method 2
(Samples A, C, D and E), using more samples at different locations, decreases the width
of the Cls significantly and improves the efficiency of estimation. Method 3 (Sample
F), using a sample with longer observations at one location, also gives narrower CIs.
Therefore we conclude from this example that both Method 2 and 3 improve the efficiency
of estimation. We have repeated our simulations with different model parameter values
and the conclusions are the same.

Table 1: CIs for Example 2.6.1; results are repeated 3 times.

CI for | Width of CI CI for n Width of CI
- (0.36, 1.12) 0.76 (32.06, 106.53) 74.52
AS?TPSGOS (n = 1250, (0.32, 0.78) 0.46 (24.78, 71.42) 12.64
- (0.15, 0.60) 0.45 (10.84, 54.63) 13.79
B (0.41, 1.13) 0.72 (36.77, 107.53) 70.76
SAatHE)lg (%5()” = 5000, (0.31,0.72) 0.41 (26.16, 65.84) 39.68
- (0.19, 0.62) 0.43 (14.35, 56.29) 11,91
(0.36, 0.68) 0.32 (30.98, 62.92) 31.94
(Sjr:%e_Al’;;bDAinf g 02 [(039,062) 0.23 (33.68, 56.15) 92.47
el at=n (0.38, 0.59) 0.22 (32.62, 53.50) 20.88
B (0.43, 0.76) 0.33 (37.72, 71.73) 34.01
SAim_pl(‘; on)(n = 5000, (0.33, 0.63) 0.30 (28.28, 58.07) 20.79
- (0.38, 0.60) 0.22 (33.12, 54.34) 91.22

By substituting (2.29) in (2.24), we can easily work out the joint 100(1 — a))% confi-
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dence region for 5 and n for the regression model with m data sets of size n as
mnAHB—B)+2VALY Y uy(B=B)n—m)+) Y ui (h—n)* < 267 Fos -2, (2.32)

where (3 and 7 are given in (2.27).
We compute that

ane (3 Zuij)2_4mnAtZZufj - 4At< (> Z“ij)Q—mnz Zu%). (2.33)

As for the regression model with one data set in section 2.5, we can prove that (2.33) is
strictly negative. Therefore the boundary of the 100(1 — «)% joint confidence region for
the regression model with m data sets is still an ellipsoid.

Example 2.6.2 Assume that the parameters are given by T = 1, 1(0) = 10, f =
0.5, p =20, v=25 N =100, m =10 and ¢* = 0.03 for the model (1.2).

We simulate 1(t) using the above parameters by the EM method with a very small
step size At = 0.001, m = 10 times and save these 1(t) as 10 sets of true data. Then we
sample every 10th data in each data set to obtain 10 samples for our parameter estimation,
son =100 and At = 0.01 for each of our samples.

We find the boundary of the 95% joint confidence region for 3 and n using (2.33)
and the univariate 95% Cls for each of them using (2.30) and (2.31), and also the point
estimates using (2.27). These are shown in Figure 2(a).

We see that most of the ellipse lies in the square which represents the univariate Cls,
but the area of the ellipse is much smaller than that of the square. This indicates the
advantage of the joint confidence region, i.e. it does not include many of the extreme
values in the univariate Cls and is more efficient. Also we see that the ellipse is centered
at the point estimate of B and 1. The red point which represents the true value of 5 = 0.5
and n = 45 lies in the ellipse.

Example 2.6.3 Assume that the model parameters are given by T'=1, 1(0) = 10, =
0.5, u =20, v=25 N =100 and o* = 0.03 for the model (1.2).

In order to examine the influence of different m on the 95% joint confidence region,
we vary the value of m as m = 1, m = 2 and m = 5 and use the same method as
i Erxample 2.6.2 to simulate data sets for each m and sample from each of them. We
then obtain three 95% joint confidence regions for the different m, which are shown in
Figure 2(b). We see that the area of the 95% joint confidence region becomes smaller
as m becomes larger. Also the red point which represents the true value of 3 = 0.5 and
n = 45 lies in all the ellipses.

3 Pseudo-Maximum Likelihood Estimation

In this context, the explicit expressions for MLEs for ¢ = (3,7n,0%) are not attainable,
primarily because it is very difficult to find the corresponding likelihood function. There-
fore we are unable to use the exact Maximum Likelihood method. An approximation
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Figure 2: (a) shows the 95% joint confidence region for § and 7 from (2.32) and m = 10
data sets generated using the parameter values in Example 2.6.2. The ellipse in the figure
represents the 95% joint confidence region, while the grey lines represent the univariate
95% Cls for each of § and 7. The black point marked in the figure is the point estimate
for § and n and the red point represents the true value of 5 = 0.5 and n = 45; (b) shows
the 95% joint confidence region for # and n using the parameter values in Example 2.6.3,
with m =1 (black), m = 2 (grey) and m = 5 (blue). The red point represents the true
value of = 0.5 and n = 45.
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scheme, the Pseudo-likelihood method [3, 9], will be applied here to obtain estimators
for 3, n and o2, We use the Euler method, which approximates the path of the process,
so that the discretized form of the process has a likelihood that is usable and so can be
maximised with respect to the parameter values.

3.1 Pseudo-MLE

The Euler scheme discretizes the process as (2.1). The increments I, — I are condition-
ally independent Gaussian random variables with mean I, (6N —n — (1;) At and variance
0?1,2(N — I)?At. Therefore the transition density of the process can be written as

B 1 wp( [l — I — L(BN — 1 — ﬁfk)AtP) (3.1)
— - . ,
\/27T0'2[k2 (N — [k)2 At 2 o?li” (N — 1) At

where p(Ixi1, (k4 1)At|l}, kAt) represents the conditional probability density that I](k+
1)At] = Iy given that I(kAt) = Ij. Then a pseudo-likelihood is obtained as

n

Ln(9) =
IH V270202 (N — L) At

2 02,2 (N — I,)* At

! exp<_ 1 [Lpg1 — I —]k(ﬂN—U—ﬂfk)AtP)

(3.2)
Taking the logarithm of (3.2) we have the log pseudo-likelihood
1
ln(®) = — > [in(2rAt) + Ino® + Ind} + In (N — )]
Ly i == B(IN — = BL)A (3:3)
2 02,2 (N — I,)* At '

The corresponding partial derivatives with respect to 3, n and o2 are

8ln(¢) _ Z ]k‘-I-l - Ik - Ik(ﬁN —nN— ﬁ]k)At
aﬁ 0'2Ik2 (N—Ik)Q At

Ol(9) _ 3 I — Iy — (BN — n — BIy) At
022 (N — I,)* At

Oln(¢)  n n 1 Z Lyr1 — Iy — (BN — n — BI)At]?

Oo? 202 (02)2 2At .2 (N — I,)? '
By setting all the partial derivatives equal to zero and solving these simultaneously, we
find 3, 7 and 6% where the pseudo-likelihood function changes direction. We find that

B, 7 have the same expressions as the least squares estimators in (2.7) and (2.8), while

~

(=L, NAt + IRAY), (3.4)

LA, (3.5)

(3.6)

0? is almost the same as the least squares estimator (2.14) except that it has n in the
denominator instead of (n — 2). We notice that B, # and 62 are a unique solution to the
partial derivative equations (3.4), (3.5) and (3.6), and the likelihood function (3.2) tends
to 0 at the boundary. Since the values of the likelihood function are always positive, we
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conclude that the turning point (B , 7, %) maximises the pseudo-likelihood function (3.2).
Therefore ¢ = (3, 7, 6%) are the pseudo-MLEs for (1.2).

In the following sections we construct joint confidence regions for the pseudo-MLEs
that we have obtained.

3.2 Exact Joint Confidence Region

We know that the pseudo-MLEs are exactly the same as the least squares estimators,
except for a minor difference in the estimation of o2, If we want to find a joint 100(1—«a)%
confidence region for @ = (3, n) then we have already found this in the least squares case
in (2.25) and (2.32) (for both m = 1 and m > 1) by obtaining an exact 95% confidence
region for 6 as

(0 0) (var(3.)) 0*(0—0) < 0> (3.7)

where ng,Q is the upper « point of the x? distribution on 2 degrees of freedom, and then
estimating o by 2. Note that we use 62 in (2.14) instead of 6% from the pseudo-MLE
since the least squares estimator for o2 is unbiased and is slightly better than the pseudo-
MLE. Arnold (1998) [1] argues that if plug-in estimates are used for the variance, it is
sensible to change the distribution from x2? to 2Fy, 5 [4], to balance out the loss of
accuracy because of the substitution that increases the area of the region. We replace o>
by 2 and therefore it is more sensible to use 2F5 ;5 here. Then it will lead to the same
analytic form of the 100(1 — «)% joint confidence region for 5 and 7 as the least squares
case in (2.24).

We already know the exact confidence region for 3 and n but we did not obtain the
confidence region for all three pseudo-MLEs. In the following sections we construct large
sample 100(1 — a)% joint confidence regions for all three pseudo-MLEs and for § and 7
as well for purposes of comparison. There are two ways to construct the asymptotic joint
confidence region. The first method is based on the assumption that the pseudo-MLEs
are approximately multivariate normally distributed, while the second is based on the
likelihood ratio test statistic.

3.3 Asymptotic joint confidence regions based on the approxi-
mate multivariate normality of pseudo-MLEs

We can regard one data point as X = (zg, 1, ..., T,), which is a complete run with the
initial data Iy and the transition probability as in (3.1). If we obtain m data points
X = (xg, 21, ..., ¥,) all with the same initial value and the same transition probability,
then our m observations are independently and identically distributed and all with the
pseudo-likelihood function as given in (3.2). Within this framework, we can apply the
asymptotic maximum likelihood theory.

If m =1 (i.e. we have only one run) or m is very small this is not very helpful as
the asymptotic theory requires the number of observations (m here) to be very large in
order to be valid. In this case the estimators B and 7 are exactly the same as in the
least squares case. So if 02 is known their distribution is still exactly multivariate normal.
Therefore if m = 1 we use the exact confidence region as in (2.24) to estimate 3 and n for
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the pseudo-MLE case. If m is large, we can then use the asymptotic pseudo-MLE theory
and the likelihood ratio test which we will introduce in the next section.

First we find a joint confidence region for ¢ = (3, 1, 0). It is a standard result that
the maximum likelihood estimators (3, i, 62) for (3, n, 02) are approximately multivari-
ately normally distributed with mean ¢ and variance =% (¢)~!, where X(¢) is the Fisher
information matrix defined in (3.9) [1, 16, 20], i.e

Py ~ NV (qb, %Z(qb)) approximately, (3.8)
where i
X)) =0(9) = —F {@ qf@ 5 (X ¢>} . (3.9)
Here
i — _ o 2
[(X;¢) = kf:[l — (1N — exp< - %[I,m ZI;E%JX . )172 Atmk)m] ) |
so that

Inf(X; @) = 1 Z[ln(QﬂAt) +Ino? 4+ InI? + In (N — 1)

B EZ Ups1 — Iy — (BN —n — 511@)&5]
2 o212 (N — I,)2 At

The regularity conditions required are that

d
- /Q F(x; d)dx = / 5 x D) (3.10)

where () denotes the sample space. This property follows from the conditional normal
distribution of the increments I ,; — I;. For example

0
%/Qf(x P)dx =

as the integral over the sample space is one. But

Ik—f—l — ]k — ]k(ﬂN —nN— ﬂ]k)At
o212 (N — I,)* At

—fx @) = Z@kfx @), where 0, = (L, NAt—TI2AL),

op
for k=1,2,3,....,n

So / 5/ x @)ix = ;Eww,
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as the conditional distribution of Iy, — I given Iy, Iy, ..., I is Gaussian with mean
I.(BN —n — BI})At and variance o?I3(N — I;;)?At. The other two parts of (3.10) corre-
sponding to n and o2 follow similarly.

The quadratic form associated with (3.8),

3 3
U=3"3 "mo(¢)(d; — b:)(; — &;) (3.11)
i=1 j=1
has an approximate chi-square distribution with three degrees of freedom for large m.

Because é is a strongly consistent estimate of ¢, the statistics U will still have an
asymptotic chi-square distribution with 0% (¢) being substituted by o ().

This will give a three dimensional confidence region for ¢ = (3, n, 0?). To actually
evaluate this asymptotic confidence region for our case is very complicated. The equation
(3.9) is very difficult to calculate since it involves the approximation of (ﬁ), and

also it will bring in extra error from the approximation, so we do not use this confidence
region in our examples.

On the other hand we could assume that o is known and that we are trying to estimate
0 = (3, n). This is parallel to the estimation procedure that we used in the least squares

problem (estimating o by ¢ and getting a two dimensional confidence region for § and
n). Then

1
Om) ~ N® (0, —2(0)) approximately,
m

where

82
06,00,

Y 1(0) =07(0) = —E{ Inf(X; 0)} . (3.12)

The associated quadratic form

U'=>"> ma’(0)(6; - 0,)(6; - 6)) (3.13)

i=1 j=1
has an approximate chi-square distribution with two degrees of freedom for large m.
Note that 8 is the pseudo-MLE 6(c) = (3(0),7(c)) with o known and solves

0 0
il — = —0.
InL,(0) =0 and InL,(0) =0

Here L, (0) is given by (3.2) except that o is regarded as known.

If o is actually unknown, we can substitute o by its least squares estimator . Then
the distribution for that statistic U’ is 2F5 ;-2 [4]. We should use mn — 2 here rather
than m — 2 as the estimator 62 is the average of mn — 2 sums of squares. Also we should
use the least squares estimator, not the pseudo-MLE for &, for the same reason as in
section 3.2, although the results using the pseudo-MLE will be very close. If m is large,
2F5 yun—2 will be approximately the same as a chi-square distribution with two degrees
of freedom and the asymptotic confidence region will then approach the exact confidence
region.

We are unable to work out this asymptotic confidence region numerically for the same
reason as in the three dimensional case.
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3.4 Joint confidence regions based on the likelihood ratio statis-
tic
Another approximate confidence region is based on the likelihood ratio test statistic [1].

Suppose that we have m independent observations X, Xo, ..., X,,, with common density
f(X|¢). Then we can approximate the 100(1 — )% confidence region for ¢ by

(¢ : —2logRu(¢) < X31-a)- (3.14)
Here L(d)
Rn(¢) = = ~ 9
Ln(¢)
where the vector gAb contains the pseudo-MLEs for ¢, the parameters,
Lun(¢) = [ [ Lns() (3.15)
j=1
and L, ;(¢) =
11 1 exp< sy = Ty = Ty (BN = zﬂk,j)AtP)
2 2
o1\ \/2m02 L2 (N — L) A 2 021y, 2 (N = I,;)* At

So a 100(1 — «)% confidence region for ¢ is
Z In —In
p ( V2r6R 2 (N = L) At /202l 2 (N — L) At

n [[kJ,,l,j — [k,j — Ik,j(ﬁN i/ ﬁ[k,J)At]Q —mn < X2
02Iy* (N — I,;)° At "

n

2 2

Again if 02 is assumed known, a similar argument shows that a 100(1—a)% confidence
region for 0 is

i i Uks1j — Iy — Inj(BN — 772— Bl ;) At]?
j=1 k=1 U2Ik7j2 (N —Ih;)" At

(3.16)

1y — ey — Loy (BN — f) = Bl ) At)? <y
021, 2 (N — I,;) At o
Here again 6 is the pseudo-MLE 9(0) = (B(U), N(o)) with o known, and solves

0 0
L nL,.(0) = 2 InL,,(8) = 0.
aﬂln m(0) =0 and 37]ln m(0) =0

In these equations L,, (@) is given by (3.15) but regarded as a function of @ = (3, n) with
o known rather than as a function of ¢ = (3,7, 0).
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Again if we replace the unknown o by & (the least squares estimator), then the
distribution should be 2F, 3 n—2.

Then (3.16) can be written as

i i Uiv1j — Inj — Tij (BN — n — (i ;) At)
oI, ;2 (N — I ;)* At

— (mn — 2)) < 2F4 2 mn—2,
=1 k=1

which is equivalent to

1 (&K (T — Iny) ) e e~ —2At
= ’ ’ + B mnAt + +
S AT D I e 9 S

j=1 k=1 j=1 k=1
—2( Ik+1j_ll€] & (i1, — i) )
+ ﬁ - (mn — 2) < 2Fa,2,mn72'
By e RN N i
This can be simplified as
DSOS R+ B mA Y 0> ud  +nB2VALY Y w; + B(—2V/AL) Yk
j=1 k=1 j=1 k=1 j=1 k=1 j=1 k=1
—2) Z Z Up Yk — (M0 —2)6% < 262 F o 0 mn—2,
j=1 k=1

with uy and yj defined in (2.2).

This can be written as

A (8= B) 130D g — P 2VALY S iy (B-B)n—) < 26°Fo oD,

j=1 k=1 j=1 k=1
(3.17)
where
R m n m n
D:—mnAtﬂQ—ZZu?kﬁQ—%/ ZZukjﬁnjLZZyz] (mn — 2)6?
=1 k=1 7=1 k=1 7=1 k=1

The region (3.17) has the same form as the exact confidence region (2.32) apart from the
substraction of a constant D on the right hand side. We have shown that (2.33) is strictly
negative and therefore the 100(1 — )% confidence region for 6 (3.17) is an ellipse centered
at the pseudo-MLE B and 7. We numerically compare the exact 95% confidence region
for @ with the asymptotic confidence region obtained by using the likelihood ratio test in
the following example, and establish the size of the difference D in this case.

Example 3.4.1 Assume that the parameters are given by T = 5, 1(0) = 10, f =
0.5, u =20, v=25 N =100, m = 100 and o® = 0.03 for the model (1.2).

We use the same method as in Example 2.6.2 to simulate m = 100 data sets and
sample from them. With the samples we obtained, we calculate both the 95% joint confi-
dence region for B and n (2.32) and the asymptotic confidence region obtained using the
likelihood ratio test (3.17). These confidence regions are shown in Figure 8. The two con-
fidence regions are almost identical and the difference between them can hardly be seen.
We calculated D, the difference between the two confidence regions as shown in (3.17),
which is very small, —2.373 x 10712 in this case.
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Figure 3: (a) shows the exact 95% joint confidence region for § and 7 (2.32) using the
parameter values in Example 3.4.1; (b) shows the approximate likelihood ratio based
confidence region using (3.17).

4 Summary and Further Work

In this paper we have applied the pseudo-MLE and the least squares method to estimate
the parameters in the stochastic SIS model. For the least squares method, we started
with the case in which only one data set is available and then improved our method by
considering the case where more than one data set is available. We have obtained the
point estimators, 100(1 — a)% Cls and 100(1 — )% joint confidence regions for 5 and 7
for both cases. We also investigated which factors influence the width of the Cls and the
areas of the confidence regions. Theorem 2.2 states that the asymptotic widths of the Cls
for both (8 and n strictly decrease as the total time period 7" increases and do not depend
on the size of the time step At. Example 2.6.1 shows that a sample from one location with
denser observations does not give narrower Cls, while using more than one sample taken
at different locations and getting a sample with a longer period of observation at one
location decreases the width of Cls significantly and improves the efficiency of estimation.
Examples 2.5.2 and 2.6.3 show that the area of the confidence region decreases with
increasing total time period T and increasing number of samples m.

We have also obtained pseudo-MLEs which are almost the same as the point esti-
mators from the least squares case, with a minor difference in the estimators of ¢2. For
obtaining the confidence region for the pseudo-MLEs we considered the following two
cases. When the number of samples m is small, we obtained the exact confidence region
for § and n in the pseudo-MLE case based on the least squares method. When m is large,
we used the asymptotic MLE theory and the likelihood ratio test to obtain the large sam-
ple confidence regions for both the three dimensional case (using all three pseudo-MLESs)
and the two dimensional case (estimating  and 7 assuming that o is known). We only
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calculated numerically the asymptotic confidence region based on the likelihood ratio test
for 4 and 7. Example 3.4.1 shows that the numerical asymptotic confidence region using
the likelihood ratio test for # and 7 is almost identical to the exact confidence region.

Comparing the least squares estimation method and the pseudo-MLE method, we
find that although the pseudo-MLE is more popular for parameter estimation for SDEs,
least squares estimation gave the same point estimators and joint confidence region as the
pseudo-MLE and is easier to apply. In our case least squares estimation is advantageous.

The Bayesian approach is another popular way to estimate the parameters for SDEs
[9]. In practice, we often have some information about the value of parameters before
data is collected. The Bayesian approach is advantageous in this circumstance since it
includes the prior information about the model parameters in the form of one or more
prior distributions [5]. We are applying the Bayesian approach to our stochastic SIS model
and will report the results in a further paper.
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