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Spontaneous optomechanical pattern formation in cold atoms
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Transverse pattern formation in an optical cavity containing a cloud of cold two-level atoms is discussed. We
show that density modulation becomes the dominant mechanism as the atomic temperature is reduced. Indeed,
for low but easily achievable temperatures the internal degrees of freedom of the atoms can be neglected, and
the system is well described by treating them as linear dielectric particles. A linear stability analysis predicts
the instability threshold and the spatial scale of the emergent pattern. Numerical simulations in two transverse
dimensions confirm the instability and predict the spontaneous formation of honeycomb and hexagonal density
structures, respectively, for the blue and red detuned cases.
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Pattern formation is defined as the spontaneous emergence
of spatiotemporal structures in nonlinear systems driven far
from equilibrium [1]. The spatial structure emerges from an
initially homogeneous state as a consequence of the interplay
between local nonlinearity and spatial coupling mechanisms
such as diffusion and diffraction. In optical systems, it is
well known that diffraction and optical nonlinearities can
induce spatiotemporal structures inside the medium through
modulation of populations and coherences, in different media
and geometric configurations [2–11].

An additional mechanism for spontaneous self-organization
appears in atomic media cold enough for optical forces to
overcome thermal effects. Nonlinear optical effects involving
the mechanical effect of light on cold atoms are well known
and have been predicted and demonstrated in cold atomic
gases [12–20] and Bose-Einstein condensates [21–23]. In the
context of the collective atomic recoil laser (CARL), atomic
bunching along the axis of a high-quality ring cavity has
been predicted [12] and observed [13,14]. Self-crystallization
of a pencil-shaped cloud of cold atoms has been shown to
lead to high-order nonlinearities [15] and superradiance [16].
Collective scattering from a two-level sample illuminated
transversally to the cavity axis can also lead to a runaway
instability where a standing wave develops in the cavity
and is self-sustained by a two-dimensional (2D) density
grating generated by the interference of the pump and the
cavity field [18,19]. Experimental evidence was found in
Refs. [20,22,23]. In these schemes, however, the periodicity is
crucially determined by the light wavelength, and the emerging
density modulation is fully imposed by the external geometry.
In contrast, we consider here a spontaneous instability in the
plane orthogonal (transverse) to a single pump wave, where
the resulting stable patterns are determined by a combination
of nonlinearity and tunable diffractive phase shifts. The
transverse plane is isotropic around the pump axis and hence
the symmetry of the emerging pattern is determined by
spontaneous symmetry breaking. It turns out that spontaneous
hexagons and honeycombs are selected at threshold.

In soft matter systems, density-driven nonlinear mecha-
nisms have been shown to give rise to self-focusing [24],
four-wave mixing [25], bistability [26], optical binding [27],
formation of soliton arrays in optical waveguides [28], and
nonlinear backscattering [29,30]. In these studies the forma-
tion of two-dimensional structures arising from spontaneous

symmetry breaking in the plane orthogonal to the pump axis
and due to optomechanical forces has not been addressed and
is the main topic of this Rapid Communication.

The possibility of using density redistribution effects in
cold atomic gases for spontaneous filamentation in a matter
wave has been proposed in Ref. [31]. For counterpropagating
beams, a lowering in the threshold for transverse self-
organization on the focusing side of the nonlinearity has been
proposed [32,33]. Experimental evidence of the formation of
transverse structures in cold atomic media has also been found
in Refs. [34,35]. These previous studies typically emphasize
the interplay between mechanical density redistribution effects
and the nonlinearities arising from the internal degrees of
freedom of the atom, and often involve multiple optical beams
forming wavelength-scale lattices, and perhaps also optical
polarization effects related to the multilevel quantum structure
of the atoms.

In contrast, we consider a very simple, and hence general,
system of ground-state atoms interacting with a single coherent
optical field. The linear dielectric response of the atoms,
which is responsible for the refractive index of the cloud,
means that the atoms will move up or down any transverse
gradient in the optical field. In turn, the refractive effects
of nonuniform atomic density will lead to phase gradients,
and thus eventually intensity nonuniformities, in the optical
field. As we will show, this simple mechanism readily
produces positive feedback, and thus transverse instability,
independently of the sign of the atomic response. We illustrate
this very general instability mechanism for the case of a
Doppler cooled two-level atom cloud within a planar ring
cavity driven by a monochromatic plane wave optical field.
This simple fundamental atom-field coupling is, of course,
already present in all the above-mentioned experiments, and
in many of the models. Its importance has not previously
been apparent because of the complexity of the systems
considered. We believe that the results of our simple model
will be important for the interpretation of these more complex
experiments and models, and hence for future progress in
cold-atom optics.

We consider a sample of N identical, noninteracting two-
level atoms inserted in a planar ring cavity. Optical molasses
are assumed to cool the sample at a temperature T (see Fig. 1).
We allow for a redistribution of the cloud density in the form
N (x,t) = N0n(x,t), where N0 is the uniform spatial density of
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FIG. 1. (Color online) A sample of two-level atoms with thick-
ness l and density N0 is inserted in a planar ring cavity of effective
length L and laser cooled at a temperature T . L can be controlled by
adjustment of the intracavity lenses, and is therefore distinct from the
physical cavity length. A plane wave of amplitude y and frequency
ω, detuned from the resonance ωat by �, pumps the medium in the
cavity. The mirror transmittivity is τ .

the sample and n(x,t) encodes a spatial density modulation.
The cloud susceptibility is cast in the form χ = N (x,t)χe(x,t),
where N accounts for the density redistribution effects and χe

represents the electronic susceptibility. Adiabatic elimination
of populations and coherences in the optical Bloch equations
of a two-level system are known to produce an intensity-
dependent electronic response of the form χe = χe(|f (x,t)|2),
where f represents the amplitude of the optical field [4]. The
cloud polarization χf then acts as a nonlinear source term in
the field wave equation, which can be written in the slowly
varying envelope, rotating wave, paraxial, and mean-field
approximations as [4]

ḟ = −(1 + iθ )f + y − γ̃ n

1 + |f |2
1+�2

f + i∇2
⊥f. (1)

Equation (1) contains only adimensional quantities, with the
field f rescaled to the saturation intensity at resonance and
the time normalized to the cavity losses (see the term −f ). �

is the light-atom detuning (in units of the coherence decay rate
�/2), while ∇2

⊥ = ∂2
x + ∂2

y denotes the transverse Laplacian
and describes diffraction. The cavity imposes a linear phase
shift governed by the cavity detuning θ , and is pumped
by a plane wave of (normalized) amplitude y. Definitions
are chosen so that � > 0 (� < 0) corresponds to blue
(red) detuned beams and thus to self-focusing (defocusing)
nonlinearities. The strength of the complex susceptibility is
γ̃ = 2C(1 + i�)/(1 + �2), with absorption and dispersion
captured by its real and imaginary parts, respectively. The
cooperativity parameter C contains the dependence on the
sample density N0 and the mirror transmittivity τ . Spatial
coordinates are normalized to the diffraction length

√
a =√

λL/4πτ , where λ is the radiation wavelength and L the
effective cavity length (see Fig. 1). Note that terms in the
Maxwell equations varying as ṅ,n̈ are neglected in deriving
Eq. (1).

If n is considered uniform, Eq. (1) becomes a standard
model of cavity nonlinear optics, showing optical bistability
and pattern formation for appropriate parameter choices. When
the nonlinear term in Eq. (1) is neglected, no instability is
possible for constant n, and the role of the atoms is simply to
modify the cavity losses and resonance frequencies through

the complex linear susceptibility. If we allow the density to
enter as a dynamical variable, however, the system behavior
becomes qualitatively different. To proceed, it is necessary to
specify an equation for the dynamics of the density modulation
n, which is coupled back to the field through the action
of optical forces. In the large detuning limit analyzed here
scattering forces are negligible, and the cloud is subject
only to the dipole potential Udip = (h̄��|f |2)/4(1 + �2).
In the presence of optical molasses the atoms of the cloud
experience a strong momentum damping and undergo spatial
diffusion with a coefficient D, which is dependent on the
molasses parameters [36]. A continuity equation for the
density distribution can be written as [33,37]

ṅ = σD∇⊥ ·
[
n∇⊥

|f |2
1 + �2

]
+ D∇2

⊥n, σ = h̄��

4kBT
. (2)

We recognize the first term on the right-hand side of Eq. (2) as
the divergence of a drift current originating from the transverse
dipole forces, potentially leading to nonuniform density, while
the second term, diffusion, opposes such nonuniformities.
The parameter σ characterizes the relative strength of these
opposing tendencies. We stress that the presence of the
molasses is needed in order to damp the motion imposed by
dipole forces, as it was also demonstrated to be beneficial
for the self-organization in CARL systems [14]. We see
from Eq. (2) that density modulations are favored by large
detuning and, importantly, by low temperature. In the limit
of high temperatures (σ → 0) diffusion drives the atomic
distribution towards the homogeneous state (n = 1), and the
model reproduces the hot-atoms situation. The stationary
state for the density modulation is given by the equilibrium
distribution [33,37]

neq(x) = V exp(−Udip/kBT )∫
V

dx exp(−Udip/kBT )
, (3)

where V is the sample volume.
Equations (1) and (2) describe the coupled dynamics of

the intracavity field and the two-level sample when both
electronic and optomechanical effects are present. This kind
of system, and the role played by the temperature, have been
addressed for the arrangement of two counterpropagating
beams in Refs. [32,33]. Here we study the much simpler
situation of a unidirectional beam and, moreover, negligible
electronic nonlinearity, showing that optomechanical effects
alone are capable of providing a pattern-forming instability
through density redistributions. For large detuning (|�| � 1)
absorption is negligible compared to dispersion. If we also
neglect the nonlinear dispersive response, the system of
Eqs. (1) and (2) reduces to

ḟ = −(1 + iθ )f + y − iγ nf + i∇2
⊥f, (4a)

ṅ = σD∇⊥ ·
[
n∇⊥

|f |2
1 + �2

]
+ D∇2

⊥n, (4b)

where γ = Im[γ̃ ] = 2C�/(1 + �2) accounts for linear dis-
persion and nonlinear terms in |f |2/(1 + �2) have been
neglected. We remark that this limit can be experimentally
feasible. For a 10-mm-thick sample of 85Rb with density
N0 = 7 × 1010 atoms/cm3 at a temperature T = 300 μK,
interacting with a laser beam detuned by |�| = 100 linewidths
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from the D2 line (transition wavelength 780 nm) and mirror
transmittivity of 10%, for instance, one obtains C � 225 and
|σ | � 25, and we will find that the electronic nonlinearity
is indeed small at the threshold for density-driven pattern
formation. To demonstrate this, we perform a linear stability
analysis of the system (4). The flat, stationary state of Eqs. (4) is
given by fs = y[1 + i(θ + γ )]−1, ns = 1. We perturb this flat
solution as f = fs + δf (x,t), n = 1 + δn(x,t), where x is the
transverse coordinate, and linearize the system (4). Looking
for static instabilities, we write the perturbations in the form
∼eiq·xeλ(q)t (with λ real) and impose the condition of marginal
stability, i.e., λ(q) = 0. A threshold condition is found for
the control parameter I = |fs|2, which depends only on the
modulus q of the transverse wave vector due to rotational
symmetry:

q2
c,OM = 1 − (θ + γ ), (5a)

IOM(q2) = (1 + �2)[1 + (θ + γ + q2)2]

2σγ (θ + γ + q2)
. (5b)

Here qc,OM denotes the critical wave vector of the system (4),
i.e., the first transverse mode to become excited when increas-
ing the control parameter. At difference from Refs. [18,19],
the spatial instability is truly spontaneous since there are
no explicitly modulated terms at qc,OM in Eqs. (4). The
critical wave number can be controlled by varying the cavity
detuning θ : We set θ + γ = −1 (θ � −5.5), which gives
q2

c,OM = 2. IOM(q2) represents the value of intensity such
that a perturbation with wave number q becomes unstable,
λ(q) = 0. We find the minimum threshold IOM

th � 88.9 for
our choice of parameters: The low-excitation assumption
is therefore confirmed since IOM

th /(1 + �2) � 0.009 	 1.
Figure 2 shows the threshold curves I (q2) for our choice
of parameters. Figure 2(a) compares the threshold for the
purely optomechanical system, Eq. (5b) (solid line), with that
of the full system involving both electronic and mechanical
effects, Eqs. (1) and (2), for blue (blue dashed line) and red
(red dotted-dashed line) detuning. The minimum thresholds
for the full model are found to be Ith � 90.8 (blue detuning)
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FIG. 2. (Color online) Left: Pattern-formation threshold curves
for Eqs. (4) (solid line) and for the full system Eqs. (1) and (2)
for blue (dashed line) and red (dashed-dotted line) detuning. |�| =
100, |σ | = 25, C = 225, and θ + γ = −1. Right: On a much
larger intensity scale, thresholds for the purely mechanical system
(solid line), the complete system (blue dots), and the blue-detuned
case of the saturable Kerr model (dashed line) without density
modulation.

and Ith � 100.7 (red detuning). The critical wave numbers are
q2

c � 2.07 (blue detuning) and q2
c � 2.01 (red detuning). The

instability behavior of the full system is clearly dominated by
the optomechanical modulation of the atomic density, with
electronic effects negligible in first approximation. Further
evidence is displayed in Fig. 2(b), which compares the
thresholds for the purely mechanical system of Eqs. (4) (solid
line) with that for a saturable Kerr medium with no density
redistribution effects, i.e., a hot two-level medium (dashed
line), which is more than two orders of magnitude greater (for
blue detuning, � = 100: there is no hot-atom instability for
red detuning for our choice of θ ).

The instability threshold (5b) is independent of the sign of
the detuning, as positively (negatively) polarized particles are
pushed towards the maxima (minima) of the field intensity.
The former (latter) case corresponds to the case of suspended
dielectric particles of higher (lower) index than the medium.
The value of the temperature is crucial in determining the
interplay between the optomechanical and the electronic
nonlinear mechanisms. The parameter σ represents in fact
the ratio between the dipole energy h̄(ω − ωat) and the
thermal energy kBT . For large |σ |, electronic nonlinearities
due to the transition saturation become negligible close to
the instability threshold, which can thus be interpreted as
due to optomechanical effects alone (see Fig. 2). Although
|σ | could in principle be increased to very high values by
lowering the temperature, our parameters do not require sub-
Doppler temperatures, because the large detuning weakens
the electronic response relative to the optomechanical one.
We note that the dependence of the instability threshold
from detuning, temperature, and density has a universal
optomechanical character (see for example the low-finesse
cavity case in Ref. [19]).

Numerical simulations in two transverse dimensions have
been performed to test the predictions obtained from the linear
analysis. Equations (1), (2), and (4) have been integrated using
a second-order Crank-Nicholson method, with the density
dynamics given by Eq. (3). Periodic boundary conditions
are imposed over a domain of five critical wavelengths λc =
2π/qc in each transverse direction. The transverse domain is
discretized using a square grid of 128 × 128 points, and time is
discretized with step dt = 2 × 10−3. Figure 3 presents results
of numerical integration in 2D of the simple system (4), for
the same parameters as Fig. 2, for both signs of σ and I = 95,
about 7% above threshold. The optomechanical nonlinear
mechanism leads in both cases to the formation of hexagonal
structures, as is usual in systems with intensity-dependent
cubic nonlinearities [38]. The insets in the left panel of
Fig. 3 show the six spontaneously generated sidebands in
Fourier space (far-field patterns). Different orientations of the
sidebands are obtained after subsequent realizations of the
numerical simulations as a result of spontaneous symmetry
breaking. The distance of the sidebands from the center is
determined by the critical wave number [see by Eq. (5a)].
Note that the intensity pattern is bright hexagons in both
cases, but the density structure is of honeycomb type for blue
detuning. This is because the linear refractive index of the
atom cloud is less than unity, so that a “hole” in the cloud has a
relatively high index, and so can guide light. We thus interpret
the upper panels of Fig. 3 as a self-organized hexagonal
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FIG. 3. Optomechanical hexagon formation at about 7% above
threshold. Parameters are as in Fig. 2, with the blue-detuned case
in the top panels and the red-detuned case in the bottom panels.
Field intensity is depicted on the left, and the corresponding density
modulation on the right. The insets in the left panel show the
six spontaneously generated sidebands in the far-field pattern. The
Fourier mode at zero spatial frequency in the center (defined by
the pump and cavity axis) is removed for clarity. The transverse
coordinate is rescaled to the diffraction length

√
a, which is of

the order of 100 μm for a cavity length of few centimeters and a
mirror transmittivity of 10%. The box size is ∼22 diffraction lengths.
Density structures form according to the values of detuning and
temperature—see Eq. (3).

network of waveguides formed by the expulsion of atoms
from the guided beams. Since the overlap of light and atoms
is reduced in the fully formed pattern the optomechanical
nonlinearity has a strong effective saturation, and this pattern
is very stable. For red detuning, in contrast, atoms and light
attract each other, so that the light is now guided by atomic
filaments of high density (lower panels of Fig. 3). As evidenced
by the variation of the amplitude of the peaks in Fig. 3
(lower panel), here the interaction is enhanced by the pattern
formation, and it is perhaps unsurprising that the stability of
the pattern is much poorer for red detuning, though detailed

investigation of stability issues is beyond the scope of this
Rapid Communication.

As mentioned above, the critical wave number at threshold
of Eq. (5a) can be tuned by varying the cavity detuning,
i.e., by a change of cavity length on the wavelength scale,
with a corresponding variation of the threshold. Macroscopic
changes of the cavity length provide instead the overall scale
for the emerging patterns via the diffraction parameter a. With
a view to experimental observation of optomechanical pattern-
forming instabilities, we note that an effective cavity length L

of a few centimeters would lead to pattern scales of the order of
λc ∼ 100 μm, requiring beam diameters of at least ∼500 μm
for the development of a well-defined transverse structure.
For standard Rb molasses at temperatures of T ∼ 100 μK the
threshold intensity is of order 100 mW/cm2, so that 2 mW of
intracavity power should be ample to generate optomechanical
hexagons.

We have investigated a mechanism for spontaneous optical
pattern formation in the transverse plane, dominated by
density modulation effects due to dipole forces exerted by
light on a cold atomic medium. By considering a very simple
ring-cavity configuration we have been able to isolate and
highlight the role and importance of optomechanical effects in
light-atom interaction at low temperatures. The threshold and
the spatial scale of the resulting patterns have been confirmed
by numerical simulations in two transverse dimensions.
The required atomic temperatures, optical densities, and
intensities are well within experimental capabilities, and
indeed we suggest that transverse density modulation
effects may well be present in previous studies involving
more complex configurations. Our simulations predict the
formation of self-organized hexagonal waveguiding filaments,
the filaments being atom poor or atom rich depending on the
optical frequency. As for other systems which form hexagonal
patterns, we would expect the existence of stable single
filaments, i.e., localized states or dissipative solitons.
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