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Abstract. Anxiety patients that are presented with neutral and panic disorder triggering stimuli show different event-related brain potentials (ERP) within the electroencephalogram (EEG). In this paper, we investigate this difference by time-frequency (TF) revealing transforms leading to an identification of a small number of significant parameterising coefficients to be able to differentiate between the presented stimulus categories.

1. INTRODUCTION

Individuals with panic disorder are characterised by an abnormal fear of certain anxiety connected sensations such as palpitation, breathlessness, or dizziness [1]. The research into this disorder has led to studies investigating its symptoms by means of appropriate stimulation and measurement of the subsequent ERP [2, 3]. In this context, visual stimulation has been performed with words causing panic disorder, whereby the EEG can be recorded showing event related potentials. Previous studies have resulted in revealing a low frequent transient waveform appearing approximately 300 ms after stimulus onset as a distinctive characteristic which is referred to as P300.

Analysis of variances (ANOVA) [4] is one method of detecting the P300 in panic disorder and normal response ERP. Since the P300 has a transient behaviour, the application of time frequency (TF) analysis appears well suited, as it takes both spectral and temporal information into account [5]. In this paper we aim to investigate various transforms such as wavelet, wavelet packet, and Gabor transforms — with respect to their suitability for revealing the TF characteristics of the transient P300. We further optimise these transforms such that the distinction between panic disorder and normal responses is concentrated in only few transform coefficients, to which a statistical test can be applied.

The paper is organised as follows. Sec. 2 will introduce the background and experimental conditions under which panic disorder data was obtained. In Sec. 3 suitable TF transforms will be reviewed, which can parameterise the elicited event related potentials, while Sec. 4 discusses a method to isolate indicative parameters, which can be used for distinguishing between panic disorder and normal EEG. Finally, test results and conclusions are presented in Secs. 5 and 6.

2. PANIC DISORDER ERP

The panic disorder ERP were measured for an anxiety patient who was presented with fear-inducing or neutral words tachistoscopically at the perception threshold of panic disorder. The patient's perception threshold for correctly identifying 50% of the words was determined with neutral words not used in the experiment. It can be assumed that the patient will recognise a greater number of anxiety words given at his perception threshold than neutral words [4]. Thus, it can be expected that the EEG exhibit an difference when neutral and anxiety words are presented.

The EEG was measured at the vertex electrode (Cz) synchronously to the stimuli, whereby the recordings were started 100 ms before the onset of the visual word stimulus. The data exemplary analysed in this study contains 24 neutral word presentations and 24 anxiety word presentations to one panic patient. Fig. 1 shows the average over the stimulus-synchronous EEG in reaction to the 24 words presented for each word category. The figure reveals a difference in the two av-

Fig. 1. Average over 24 EEG segments showing responses to anxiety related and neutral stimuli at the perception threshold.
The application of the WP and GF transforms leads to a parameterisation of the ERP data whereby the features of the ERP are expressed in as few coefficients as possible. Within these ERP-parameterising coefficients, those that represent a significant difference between the two data sets need to be identified next.

4. DIFFERENCE EVALUATION

Based on the parameterisations introduced in the previous section, we want to identify coefficients that allow us to differentiate between the presented anxiety related and neutral words in this section.

4.1 F-test

Prior to the selection of significant coefficients that represent the main characteristics of the data, an F-test [9] is conducted to determine which method is used to identify them. The aim of this test is to determine whether two data sets are sampled from normal distributions with the same variances. If a value for the significance level $P$ of lower than 0.05 is obtained by the F-test, we conclude that the hypothesis is rejected and the two data sets are sampled from normal distributions having different variances. The value of $P = 0.05$ is a limit commonly used in medical research [9]. Comparing sets $x_p$ and $x_n$ containing the panic disorder and neutral ERP response coefficients for one specific transform coefficient across all 24 measurements, the F-value is given by [9]

$$ F = \frac{\sigma_p^2}{\sigma_n^2}, $$

where $\sigma_p$ and $\sigma_n$ denote the variances of the panic disorder and neutral ERP response coefficients, respectively.
with $\sigma_p^2$ and $\sigma_n^2$ being the variances of the two data sets. To receive the significance level $P$ for the $F$-test, we need to define the degrees of freedom for the two data sets according to

$$\nu_p = N_p - 1 \quad \text{and} \quad \nu_n = N_n - 1,$$

where $N_p = N_n = 24$ being the number of samples, $\nu_p$ the degrees of freedom for the panic data set and $\nu_n$ the degrees of freedom for the neutral data set. With the $F$ value defined by (1) and the degrees of freedom $\nu_p$ and $\nu_n$, the significance level $P$ for the $F$-test can be determined from lookup tables in literature, e.g. [9]. If the outcome of the $F$-test confirms that the two data sets are sampled from distributions with equal variances, we can subsequently conduct a $t$-test to determine distinctive coefficients. If the result of the $F$-test is that the underlying distributions from which the two data groups are sampled possess different variances we conduct a $ut$-test. The $t$-test and the $ut$-test are defined in the next subsection.

4.2 $T$- and $UT$-Tests

The $t$-test gives the probability that two data sets sampled from potentially two different distributions with identical variance possess different mean values, for which a significance is returned. The $t$-value is defined as [10]

$$t = \frac{\bar{x}_p - \bar{x}_n}{\sqrt{\frac{\sigma_p^2}{N_p} + \frac{\sigma_n^2}{N_n}}} \quad \text{and} \quad \nu = \nu_p + \nu_n = N_p + N_n - 2. \quad (3)$$

with $\sigma^2 = \sigma_p^2 = \sigma_n^2$. The values $\bar{x}_p$ and $\bar{x}_n$ represent the means for the two data sets, according to

$$\bar{x}_i = \frac{1}{N_i} \sum_{n=0}^{N_i-1} x_i[n], \quad i \in \{p, n\}. \quad (4)$$

The $t$-value also corresponds to a certain significance level $P$, which can be looked up from tables [10], with the degrees of freedom defined by $\nu = \nu_p + \nu_n = N_p + N_n - 2$. A smaller value for $P$ indicates that the data sets have a significantly different mean. For example, for $P = 0.01$ the probability that the differences in the means are due to a sampling error is 1%. For our study, a significance level of $P = 0.01$ was used to identify distinctive coefficients. The two tested distributions were the distributions for a specific transform parameter over the presented 24 neutral and anxiety words, respectively.

For the case that the $F$-test yields a difference in variances such that the $t$-test cannot be used, we apply a $ut$-test for unequal variances defined as

$$ut = \frac{\bar{x}_p - \bar{x}_n}{\sqrt{\frac{\sigma_p^2}{N_p} + \frac{\sigma_n^2}{N_n}}} \quad \text{and} \quad \nu_{ut} = \frac{(\sigma_p^2/N_p + \sigma_n^2/N_n)^2}{(\sigma_p^2/N_p)^2 + (\sigma_n^2/N_n)^2}. \quad (5)$$

According to [11], for data sets sampled from distributions with unequal variances, the $t$ distribution can be approximated by the $ut$ value if the $t$ table is entered at the following defined degree of freedom:

$$\nu_{ut} = \frac{(\sigma_p^2/N_p + \sigma_n^2/N_n)^2}{(\sigma_p^2/N_p)^2 + (\sigma_n^2/N_n)^2}. \quad (6)$$

Again, for our study, a significance level of $P = 0.01$ was used for the $ut$-test to identify distinctive coefficients. This test tends to be less powerful than the usual $t$-test, since it uses fewer assumptions [9]. As it will be shown in the application in the next section, all identified distinctive coefficients have been isolated by the $t$-test. The main purpose of the $ut$-test is to have an analysis tool for all coefficients at hand whether they show equal variances or not.

To confirm the results obtained by $t$-tests or $ut$-tests, a back test can be performed based on an ROC analysis as shown in the next subsection.

4.3 ROC Analysis Back Test

According to [12], a good measure for differentiation between two distributions are ROC curves, since the area under the ROC curve measures the separability independent of the selection of any threshold.

Here, we make use of it to back test the results obtained by $t$-tests or $ut$-tests. The back test is performed as follows. For every coefficient received, the area under the ROC curve is measured. For this measure, two Gaussian distributions are generated. From these distributions, the same number of random samples as in the preceding $t$-test or $ut$-test are taken out and based on a $t$-test or $ut$-test, the significance level is calculated for these samples originating from the Gaussian distributions. This calculation is repeated with random samples from the distributions and the significance level is averaged until it converges. Tab. 1 shows some areas under the ROC curve and their corresponding significance levels $P$.

In most social research a significance level of $P = 0.05$ is used to determine differences between two sets of data. Therefore, if in our study the area under ROC curve is equal or greater than 0.72, we will conclude that this coefficient has passed the back test and separates our data adequately enough.
<table>
<thead>
<tr>
<th>Area under the ROC curve</th>
<th>Significance level $P$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.74</td>
<td>0.028</td>
</tr>
<tr>
<td>0.72</td>
<td>0.046</td>
</tr>
<tr>
<td>0.70</td>
<td>0.067</td>
</tr>
</tbody>
</table>

Tab. 1. Area under ROC curve and significance levels $P$.

5. TEST AND DISCUSSION

As discussed in Sec. 3 and Sec. 4, we have different transform methods and a procedure to identify significant coefficients to being able to separate between presented neutral and anxiety words. In the following, we will discuss the used transforms and present the results for separability which we obtained for the data described in Sec. 2.

5.1 Transform Adjustment

The optimal decomposition structure for the WP is found over minimising the entropy as described in Sec. 3. The decomposition depth was limited to have at least 16 coefficients in one decomposition level as further decomposition would lead to a too coarse time segmentation. In terms of the Gabor transform, various filters were tested and it was found that using a prototype filter with length of 224, a frequency segmentation of 32 uniform scales and a time segmentation of 14 for the oversampling shows the best results. The resulting approximate distribution of the coefficient energies in the TF plane is visualised in Fig. 3.

Fig. 3. Average coefficient energy for (left) neutral words and (right) panic order related words using (top) WP and (bottom) Gabor transforms.

5.2 Identified Coefficients and Difference Comparison

The coefficients to which the difference evaluation is applied were preselected whereby only coefficients are considered which contain 85% of the total energy. This is reasonable, as it reduces the probability to identify coefficients that contain noise only. The value of 85% results from not considering coefficients that are located above 15 Hz in the TF plane, see Fig. 3.

Fig. 4 shows the resulting coefficients when performing the difference evaluation on the parameterised data. We see that two coefficients (black and grey) for both transforms are identified. They cover approximately the area of the P300 slow wave as it is expected in Sec. 2. They are all identified via a $t$-test according to a prior $F$-test whereby the threshold for the significance level for the $F$-test was $P = 0.05$, and for the $t$-test, it was set to $P = 0.01$ as mentioned in the previous section.

Fig. 5 shows the difference of the averages of the neutral and anxiety EEG compared with its parameterisation by the identified coefficients for the two investigated transforms. It can be observed that the two identified coefficients parameterise the P300 area very

Fig. 4. Resulting coefficients for (left) WP and (right) Gabor transforms.

Fig. 5. Difference of neutral and anxiety EEG data compared with its parameterisation by the two identified coefficients for (top) WP and (bottom) Gabor transforms.
well for both transforms.

To show the results of the back test for the identified coefficients, Tab. 2 indicates the ROC curve analysis for these coefficients. Comparison with Tab. 1 yields

<table>
<thead>
<tr>
<th>Coefficient</th>
<th>Transform WP</th>
<th>GF</th>
</tr>
</thead>
<tbody>
<tr>
<td>black</td>
<td>0.73</td>
<td>0.73</td>
</tr>
<tr>
<td>grey</td>
<td>0.72</td>
<td>0.72</td>
</tr>
</tbody>
</table>

Tab. 2. Area under ROC curve for the identified coefficients.

that all coefficients obtained show an equal or greater value than 0.72 and therefore, pass the back test what justifies the use of the respective transforms. Recapitulating, it can be said that with both transforms an adequate separation of data of both categories, namely presented neutral and anxiety words, can be achieved. These results were contrasted to a difference evaluation applied to the time domain and frequency domain data, where the latter is calculated via a discrete Fourier transform, for which only poor separability was achieved.

6. CONCLUSIONS

We have presented a WP and Gabor transforms analysis comparison for parameterising ERP with the aim of differentiating between presented neutral and anxiety words to a patient with panic disorder. We have motivated the use of TF methods, and proposed an approach to obtain distinctive transform coefficients, whereby the results were verified by different tests for different cases. It was shown that the presented TF transforms can be used with good results to classify panic disorder via analysis of ERP.
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