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A function space model for canonical systems
with an inner singularity

MATTHIAS LANGER, HARALD WORACEK

Abstract

Recently, a generalization to the Pontryagin space setting of the notion of
canonical (Hamiltonian) systems which involves a finite number of inner
singularities has been given. The spectral theory of indefinite canonical
systems was investigated with help of an operator model. This model
consists of a Pontryagin space boundary triple and was constructed in an
abstract way. Moreover, the construction of this operator model involves
a procedure of splitting-and-pasting which is technical but at the present
stage of development in general inevitable.

In this paper we provide an isomorphic form of this operator model
which acts in a finite dimensional extension of a function space naturally
associated with the given indefinite canonical system. We give explicit
formulae for the model operator and the boundary relation. Moreover, we
show that under certain asymptotic hypotheses the procedure of splitting-
and-pasting can be avoided by employing a limiting process.

We restrict attention to the case of one singularity. This is the core of
the theory, and by making this restriction we can significantly reduce the
technical effort without losing sight of the essential ideas.

AMS Classification Numbers: 47E05, 46C20; 47B25, 34105
Keywords: Canonical system, Pontryagin space, boundary triple

1 Introduction
A canonical system is a 2 x 2-system of differential equations of the form

y'(t)=2JH)yt), te(s_,sy), (1.1)

with a locally integrable, real-valued and non-negative 2 x 2-matrix valued func-
tion H(t), a complex parameter z, and the signature matrix

S (0 1

- (1 ) ) .

The function H(¢) is also called the Hamiltonian of the system (1.1). Equa-
tions of this form frequently occur in analysis and natural sciences; for example
in Hamiltonian mechanics, cf. [Ar], [Fl], as generalizations of Sturm-Liouville
equations, cf. [R], or in the study of strings, cf. [At], [KK], [Ka3].

Canonical systems can be viewed from an operator theoretic perspective
as a boundary triple B(H) = (L*(H), Tmax(H),T'(H)). Here the Hilbert space
L?(H) is a weighted L2-space of 2-vector valued functions, the operator Tyax(H)
is the natural maximal differential operator in L?(H) associated with (1.1) (ac-
tually, it can be a linear relation, i.e. a ‘multi-valued operator’), and I'(H) is the
natural boundary map. This construction goes back to [Kal], [Ka2]; see also,
e.g. [HSW], [Sal, [0], [GK].



In various contexts generalizations of canonical systems appear which in-
clude a finite number of singularities (point-interaction type singularities or
non-integrability of H). Such examples are found, e.g. in Sturm—Liouville equa-
tions with singular potentials, cf. [FuL], [GZ], [DS], [EGZ], indefinite versions
of the Hamburger and the Stieltjes power moment problems, cf. [KL1], [RS1],
the extension problem of positive definite functions, cf. [KL2], [LLS], [KW1], or
the theory of generalized strings, cf. [LW], [KWW]. In many examples a large
part of the spectral theory particular to canonical systems (Titchmarsh-Weyl
coefficient, Fourier transform, spectral multiplicity, etc.) can be carried over.
The reason lying behind this fact is that for many problems an operator model
which acts in a Pontryagin space (instead of a Hilbert space) can be constructed,;
see, e.g. [RS2], [RS3], [RS4], [vDT], [P], [Sh], [DL], [DLSZ], [KuLu], [AK].

In [KW2] an indefinite analogue of the equation (1.1) which includes finitely
many singularities was considered, a notion of a generalized Hamiltonian h was
defined, and a corresponding Pontryagin space model consisting of a bound-
ary triple B(h) = (B(h),T(h),I'(h)) was constructed. This notion of indefinite
canonical systems covers the known examples and, actually, goes as far as Pon-
tryagin space theory can possibly lead.

One drawback of the construction in [KW?2] is that it is rather abstract and
not easy to work with in particular instances of the theory. Our aim in the
present paper is to give a more concrete form of this Pontryagin space model.
We identify the model space with a finite-dimensional extension of a function
space and the model operator as a finite-dimensional perturbation of the natural
maximal differential operator in this function space.

Throughout this paper we restrict considerations to the case of one singu-
larity only. This restriction is made for two reasons. First, as a general rule,
results obtained for the case of one singularity will transfer to the general case
by sufficient technical labour. Secondly, many previously studied instances of in-
definite canonical systems actually do involve only one singularity. For example,
Sturm-Liouville equations with singular potentials like the Bessel equation, cf.
[DS], or the canonical system arising from the positive definite function studied
in [LLS]. Altogether, we may say that the restriction to the case of one singular-
ity significantly reduces the technical effort without losing sight of the essential
ideas and still covers a range of examples.

Let us outline the contents of this paper. In the second part of the present
introductory section we recall the notion of generalized Hamiltonians § as in-
troduced in [KW2] and make precise our overall assumptions on f. In Section 2

@

we associate with h a boundary triple B,,(h) = (‘,i?xo(h%%mo (h), f‘mo(h)) which
is isomorphic to the boundary triple B(h) originally constructed in [KW2]. The

space B, (h) is a finite-dimensional extension of a certain function space. Our

first main result is an explicit description of the model operator %xo(h) as a
finite-dimensional perturbation of the natural maximal differential operator in
this function space, cf. Theorem 2.15, Corollary 2.20, Remark 2.21.

The model %xo(h) (in particular, the operator Zaf’xo(h)) depends on a
splitting-point zg to the right of the singularity. The question whether the
xo-dependence can be removed is natural. It is our aim in Section 3 to show
that under certain asymptotic conditions on b, this is possible. We apply a

@

limiting procedure to obtain an zp-independent model boundary triple B(h),



cf. Proposition 3.9 and the paragraph preceding it. The underlying Pontryagin
space B(h) is a finite-dimensional extension of the same function space which

appears in Section 2, and the model operator T (h) is a finite-dimensional per-
turbation of the maximal differential operator in this space. Our second main

result, besides the fact that %(b) is well defined, is the explicit description of

%(h) given in Theorem 3.12.

The paper closes with an appendix, where we prove some technical formulae
related to [KW2, §7]. These formulae are needed in the asymptotic consider-
ations of Section 3. However, in order to not disturb the line of thoughts in
Section 3, we shifted their proof to the appendix.

Throughout the paper the notation ‘(IV.2.3) refers to equation (2.3) in
[KW2] and ‘Proposition IV.4.14’ to Proposition 4.14 in [KW?2].

The notion of general Hamiltonians.

First we have to introduce (or recall) some preliminary notation.

We call a function H a Hamiltonian if it is defined on some interval (L_, L),
takes real and non-negative 2 x 2-matrices as values, is locally integrable on
(L_, L) and does not vanish on any set of positive measure.

We say that H is in limit circle or limit point case at L if for one (and
hence for all) a € (L_, L1 ) we have

/ tr H(t)dt < oo or / tr H(t) dt = oo, respectively.

Similarly, we distinguish limit circle/point case at the endpoint L_, depending
whether ;" tr H(t)dt is finite or infinite.

An interval (o, 8) is called H-indivisible of type ¢ if
H(t) = h()€s6), t € (a,f),

where &4 = (cos¢,sing)? and h(t) is some scalar function that is positive
almost everywhere.

We recall the definition of the space L?(H) and the maximal relation
Tmax(H); for details see, e.g. [KW2, §2]. Let H be a Hamiltonian defined
on (L_,Ly). Then L?(H) is the space of measurable functions f defined on
(L_, Ly) with values in C? which satisfy

Ly
(7) JTHf < oo,
L_
(i%) fg; f is constant a.e. on every indivisible interval of type ¢,

factorized with respect to the equivalence relation =g where
f=mg <= H(f-g)=0 ae.

and endowed with the inner product

(f.9) = /L+ g Hf.



In the space L?(H) the mazimal relation Tyax(H) is defined as

Tax(H) := {(f;g) € (LQ(H))Q: 3 representatives f, § of f, g such that
f is locally absolutely continuous and

f'=JH§ ae. on (L_,L+)}.

The minimal relation is the adjoint of the maximal: Ty, (H) := (Tmax(H))™*.

Next we recall the notion of boundary triples, which is quite useful and has
recently been studied by many people; see, e.g. [B], [D], [DHMS1], [DHMS2].
The definition we use is taken from [KW2]. A boundary triple is a triple (P, T,T)
where (P, [-,+]) is a Pontryagin space and T C P x P and I' C T x (C? x C?)
are closed linear relations with domI' = T that satisfy

(4)
[gah] 7[.f7k] :yTJxl 7y>2k‘]x2 (12)
for all ((f;9); (x1;2)), ((h; k); (y1,92)) €T;
(ii) kerI' =T*.

Moreover it is assumed that P carries a conjugate linear, anti-isometric involu-
tion ~ : P — P such that T" and I' are compatible with this conjugation. For
details see Definition IV.2.7.

An isomorphism from a boundary triple (P,T,T) to a boundary triple
(P,T,T) is a pair (w,$) where @ and ¢ are isometric isomorphisms from P
onto P, and in ((C2 x C2, ((g Y ) : )), respectively, where w is compatible with
conjugation and the relations

(wxw)(T)="T, lo(wxw)|r=¢ol

are valid; see Definition 1V.2.12.
The pasting
(PvTv F) = (PlaTlv]-—‘l) W (P25T27F2)

of two boundary triples (Py,T1,T'1) and (Pa, T2, T'2) is a boundary triple where,
roughly speaking, elements in 7" are combinations of elements of 71 and T, where
the right boundary value of the first must coincide with the left boundary value
of the second element. For details, see Definition IV.6.1.

With a Hamiltonian H one can associate a boundary triple B(H) =
(L?(H), Tyax(H),T(H)) where T'(H) is the boundary relation defined as fol-
lows: T'(H) consists of all pairs ((f;g); (a;b)) € T x (C? x C?) for which there

exists a locally absolutely continuous representative f of f such that

lim f(z), H in limit circle case at L_,
a=<{r—L-

0, H in limit point case at L_,

lim j':(:c)7 H in limit circle case at L,
b={z—=Lyt

0, H in limit point case at L.



With a Hamiltonian H, which is in limit circle case at L_, in [KW2, Defini-
tion 3.1] a number A(H) € NU {0, 00} was associated. This number measures
in some sense the growth of H towards L. For example, A(H) = 0 means that
fLLj tr H(t) dt < oo; or if fLLf tr H(t) dt = oo and for some Ly < L the interval
(L1, Ly) is H-indivisible, then A(H) = 1; see [KW2, §3] for details.

Assume that H is in limit circle case at L_ and in limit point case at L.
Then we say that H satisfies the condition (HS) if the resolvents of one (and
hence of all) self-adjoint extensions of the minimal relation Ty, (H) associated
with H are Hilbert—Schmidt operators. In this case, the growth of H towards
L is bounded in one (and extremal in another) direction in the sense that for
a unique angle ¢(H) € [0, 7) we have

Ly
& H()Egmy dt < 00,

cf. [KW3, Theorem 2.4]. The direction of ‘extremal growth’ is then &gz .

If H is a Hamiltonian on (L_,L;) and a € (L_,Ly), then H,(t) :=
H|a,1,)(t) and H_(t) := H|_ o) (—t) are Hamiltonians defined on (a, Ly )
or (—a, —L_), respectively. Both, H; and H_, are in limit circle case at their
left endpoint. At their right endpoint limit circle or limit point case prevails
depending on the behaviour of H at L, or L_, respectively.

Numbers Ay (H) are defined as AL (H) := A(Hy). Moreover, we say that
H satisfies (HS;) or (HS_) if H, or H_, respectively, satisfies (HS). Numbers
¢+ (H) are defined correspondingly. Let us note that each of these notions is
independent of the choice of « in the definition of Hy, cf. Lemma IV.3.12.

1.1 Definition. A general Hamiltonian § is a collection of data of the following
kind:

(1) n e NU{0}, 00,...,0n+1 € RU{Foo} with g < 01 < ... < op41,

(¢¢) Hamiltonians H;, ¢ = 0,...,n, defined on the intervals (o;, 0;41), respec-
tively,

(49¢) numbers 61,...,6, € NU{0} and b;1,...,b;5,41 € R, i =1,...,n, with
bi,1 # 0 in the case 6, > 1,

(v) numbers d; o, ...,di2a,—1 € R, i =1,...,n, where
Ai = HlaX{AJr(Hi,l), A,(I’I,L)}7

(v) a finite subset E of {00, 0n11} U U o(0i, 0i41),
which is assumed to be subject to the following conditions:

(H1) Hp is in limit circle case at o¢ and, if n > 1, in limit point case
at o1. H; is in limit point case at both endpoints ¢; and o041,
i=1,...,n—1. If n > 1, then H, is in limit point case at o,,.

(H2) Fori=1,...,n—1 the interval (0;,0;11) is not H;-indivisible. If
H,, is in limit point case at 0,1, then also (o,,0p41) is not H,-
indivisible.



(H3) We have A; < o0, @ = 1,...,n. Moreover, Hy satisfies (HS;), H;
satisfies (HS_) and (HS,) for ¢ = 1,...,n — 1, and H,, satisfies
(HS_).

(H4) We have ¢+(Hi—1) :(b_(Hi), 1= 1,...7’(7,.

(H5) Leti € {1,...,n}. If for some ¢ > 0, the interval (o; — €,0;) is
H;_i-indivisible and the interval (o;,0; + ¢) is H;-indivisible, then
d;1 = 0. If additionally b; 1 = 0, then also d; o < 0.

(E1) 00,0n+1 € E, and EN (04,0441) # S fori=1,....,n—1. If H,
is in limit point case at o,41, then also E N (0, 0,41) # &. Let
i € {0,...,n}; if (a,0;41) or (o;,) is a maximal H;-indivisible
interval, then o € F.

(E2)  No point of E is an inner point of an indivisible interval.

The number

ind_ b ::i(Ai—k {%D +{1<i<n: 6 odd,b;y >0}
i=1

is called the negative index of the general Hamiltonian . Moreover, b is called
definite if ind_ h = 0, and indefinite otherwise. We say that b is in limit point
case or limit circle case if H,, has the respective property at o, 41. /

In order to shorten notation we shall write a general Hamiltonian h which is
given by the data n, oq,...,0n41, Ho, ..., Hy, 61,...,0n, b; j, d; 5, E, as a triple

h: (Hab7o)a

where H represents the Hamiltonians H;, including their number n and their
domains of definition (o;,0;4+1), b represents the numbers 6; and b; ;, and d
represents the numbers d; ; and the subset E. Apparently, we may also identify
H with the function defined on (J;_,(cs,0i41) by

Hl(,, H;, i=0,...,n. (1.3)

Ui+1) =
We will speak of H as the Hamiltonian function of . The boundary triple
associated with by means of Definition IV.8.5 will be denoted as B(h) =

(B(H),T(h),L'(H))-

1.2 Remark. Intuitively, the notion of a general Hamiltonian can be understood
as follows: we deal with the differential equation f’ = zJH f given on an interval
(00,0n+1) which involves some kind of singularities located at the points oy,
t = 1,...,n. Condition (H1) says that the differential equation is regular at
09, so that the initial value problem at o is well posed, but that o1,...,0,
actually are singularities. Moreover, and this is the condition (H2), two adjacent
singularities o; and 0,1 must be separated by more than just a single indivisible
interval. The meaning of (H3) is that the growth of H, towards a singularity is
not too fast. Moreover, (H4) is an interface condition at o;.

The numbers 6, € NU {0} and b;1,...,b; 5,41 model the part of the sin-
gularity o; which is concentrated at o;, whereas the numbers d; o, ..., d;2a,-1
model the part of this singularity which is in interaction with the local behaviour



around o;. The elements of F in the vicinity of o; determine quantitatively what
‘local’ here means. The freedom of this interaction is, by the first part of (H5),
restricted if to both sides of o; indivisible intervals adjoin. The possibility that
on both sides of o; indivisible intervals adjoin and at the same time b;; = 0,
can occur by the second part of (H5) only in the case of ‘indivisible intervals of
negative length’, the simplest possible kind of a singularity. /

For the reasons already mentioned we consider singular general Hamiltonians
having only one singularity. More precisely, whenever the notation h appears or
we speak of a general Hamiltonian, we will understand that b is subject to the
following conditions.

1.3. Form of .
Let b be a singular general Hamiltonian such that

(7) b has only one singularity o1 =: 0.

Due to this assumption, b is given by data H, 6,b;,d;, and E. Besides (7), we
assume that the following conditions are satisfied.

(74) The singularity o may be the endpoint of an indivisible interval adjoining
from the right or adjoining from the left, but not both.

(#4¢) The Hamiltonian function H of § is defined on a set I = (s_,0) U (0, 54)
where —00 < s_ < 0 < 54 < +00.

(iv) For one (and hence for all) 2 € (0,s4), the function (}) belongs to the
space LZ(H|(S,,o)u(o,z0))~

(v) We have bs11 = 0.
/

Some remarks concerning these conditions are in order. Let us explain that actu-
ally (é¢) is only an insignificant restriction and (#i7)—(v) are no loss of generality
at all.

1.4 Remark. Let h be a singular general Hamiltonian with only one singularity.

Condition (i3): If indivisible intervals adjoin to both sides of o, then the model
B(h) is very simple. Actually, we only need to use the cases (B) or (C) of
Definition IV.4.1. The contribution of the singularity to the model is finite
dimensional and explicitly described by Definition IV.4.3 and Definition IV.4.5.
Hence, requiring (47) just rules out some more or less trivial cases. We require
(#i) in order to avoid repeated distinction of cases.

Condition (iii): The Hamiltonian function of § is defined on some set of the
form (s_,0) U (0,54) where —oo < s_ < ¢ < s4 < +o0o. By an obvious
reparameterization we can achieve that s_ # —oo. Hence, assuming (#i) is no
loss of generality.

Condition (iv): We know that the space LQ(H\(L,(,)U(U@O)), xg € (o, 84), con-
tains the constant function {4(g) where ¢(H) := ¢4 (H|;_ ). Using rotation
isomorphisms, cf. Remark IV.2.28, it is no loss of generality to assume that
¢(H) = 0, i.e. that (iv) holds. The procedure of rotation is actually already
implemented in the very definition of B(h), cf. Definition IV.8.5.



Moreover, if an indivisible interval adjoins at o, then its type equals 7 by
condition (iv).

Condition (v): By Proposition IV.8.13 it is no loss of generality to assume that
b('j_;’_l = O //

2 Function space realization

Elements of various model spaces under consideration will be tuples whose en-
tries are either (equivalence classes of) functions, or elements of C* or C°. In
order to shorten notation, we agree on the following.

2.1. Notational conventions.

(1) Elements of C® or C° will be denoted by upright Greek letters, like, e.g.
«, B, &, etc. There coordinates will be denoted by the corresponding normal font
Greek letter. Indices range between 0 and A —1 for elements of C2 and between
1 and 6 for elements of C°. Whether a vector belongs to C2 or C° will always
be clear from the context and thus not be indicated explicitly (often «, B € C®
and vectors denoted by other Greek letters are in C2). So, for example, we
would have

£=(&)55h A= (V) or a= ().
Complex conjugation will be denoted accordingly, e.g. we will use & := (Zj)f:_ol.

(2) The k-th canonical basis vector of either C* or C° will be denoted by &y.
That is, we write

- (5kj)f:7)1 (or € 1= ((Skj)?:l, respectively),

where dy; denotes the Kronecker delta symbol

1, k=j

6kj = ].’

0, k#j.
(3) We will deal with elements (£, «) of C® x C°. The number A is always at
least 1, and hence the component ¢ is always present. The number 6, however,
may be equal to zero in which case the second component « is not present at

all. Still, in order to unify notation, we will always write (&, x) € C2 x C% and
understand that « is empty if 6 = 0.

(4) If F is a function defined on some subset D of the real line R, and zg € R,
then we set

F(—ME() = F‘Dﬂ(—oo,zo}v F:L’ol" = F|Dﬂ[zo,+oo) .

In the same spirit, we let x4z, and x,r denote the indicator functions

X920 = X(—o0,x0]r  Xzof *= X[z0,400)

If we are given two functions fi, f2, then we understand by f := fixaz, + foXaor
the function

Fa) = {fl(x), x < xo, ¢ € dom f1,

fa(x), x> x0, 2 € dom fo.



no matter what the original domains of definition of f; and fo are.

(5) Let H be a Hamiltonian function (more precisely, a collection of two
Hamiltonian functions in the sense of (1.3)) defined on a set of the form
I = (s—,0)U(0,s4). Then we denote by I the set of all points xg € (o, 54)
which are not inner points of an H-indivisible interval and, correspondingly, by
I_ the set of all points 2y € (s_, o) which are not inner points of an H-indivisible
interval. /

a. Identification of B(h) as pasting of two components.

Building blocks for a general Hamiltonian h are positive definite and elementary
indefinite Hamiltonians, cf. Definition IV.4.1, and building blocks for the model
B(h) are the boundary triples associated with such Hamiltonians, cf. [KW2,
§2.1], Definition 1V.4.10, IV.4.11, IV.4.12. In [KW2, §7] the following fact was
shown.

2.2. Splitting of elementary indefinite Hamiltonians.
Let bt = (H;06,bj;d." ;) be an elementary indefinite Hamiltonian of kind (A)
defined on (s—,0)U(0, s+ ), and let s € I_ be given. Then there exist numbers
dy; such that the boundary triples B(hs") and B(Hxs,) ¥ B (b3 ) are isomor-
phic, when b5l is the elementary indefinite Hamiltonian of kind (A) defined on
(s0,0) U (o, s4) given by the data
z(? = (HSOF’7 0 b]v dso ])

Here B(H+s,) denotes the boundary triple (L?(He«s, ), Tiax(Has, ); T'(Has, ) as-
sociated naturally with He,,, and B(h;") and B(hs)) denote the boundary
triples associated with the elementary indefinite Hamiltonians hs' and bs;,
spectively.

The isomorphism between these boundary triples is of the form (s, s_;idcs)
where

Vso,s— ¢ ;’B(hgt) - L2(H‘(s,,30)) [+] Y’B( §0+) .

The map vs,,s_ is compatible with conjugation and satisfies

L2(H| (s o) [FIB(03) P(H5*)
id[—i—]w(hzar)l iw(bi*)
M((s—,50)) /= X M((s0,54)\{0})/=;, == M((s-,5:)\{o})/=4

where ¥(hss) and ¥ (hs") are the respective maps defined on [KW2 p.760] and
M(I) is the set of measurable C2-valued functions on a set I C R; see [KW2,
§2].

The analogous statement is true when so € I.. Then we find an elemen-
tary indefinite Hamiltonian h° = (Hes;0,b;;d3° ;) defined on (s—, o) U (0, so)

together with an isomorphism v, s, : P( ) — ‘B(hﬁg) [+] L? (H(s9,54))- /

The statement made in §2.2 can also be read the other way.

2.3. Pasting.

Let bsf = (Hi;6,by; d;j) be an elementary indefinite Hamiltonian of kind (A)

defined on (sg,0) U (0,54), and let Hy be a Hamiltonian function defined on



(s—, sp). Assume that, if Hy ends with an indivisible interval and H; starts with
an indivisible interval, these indivisible intervals are not of the same type. Set

{Hz(t), t € (s-,s0),

H(t) =
Hl(t)a te (SO;U) U (Ja 5+)'
Then there exist numbers d* ; such that the boundary triples B(hs*) and
B(Hqs,)WB(hsy) are isomorphic, where hs" is the elementary indefinite Hamil-
tonian of kind (A) defined on (s_,0) U (o, s4) by the data

b3t = (H;0,b5d,7 ).
The isomorphism

Rsg,s_ * LQ(H|(87750)) [+] ‘B(hiﬁ) - ‘B(hi*)

between these boundary triples has the same properties as the one in §2.2.
The analogous statement is true when so € I.. In this case we obtain hs*
and an isomorphism

Fisg,ss + BOI) [F] L2 (Hl(so,5,)) — B(HEF)

out of h%° plus a Hamiltonian function Hy defined on (sg, $4). /

It follows from Proposition IV.5.18 and our overall assumption that bsy ;1 =
0 that the numbers di’;,di® ; obtained in §2.2 and d;” ; obtained in §2.3,
respectively, are uniquely determined.

2.4 Remark. The explained splitting and pasting procedures are converse to

each other in the following sense.

Pasting after splitting: Let hi* be an elementary indefinite Hamiltonian de-
fined on (s_,0) U (0, s4), let s € I_, and let s be the elementary indefinite
Hamiltonian defined on (sg, o) U (0, sy ) which is obtained by splitting hs' at
sp. Since so € I, the hypothesis required in §2.3 in order to paste hed with
H|(s sy is satisfied. Let hi* be the elementary indefinite Hamiltonian defined

on (s_,0) U (o,sy) obtained by means of §2.3. Then we have hot =pit.

Splitting after pasting: Let b5 be an elementary indefinite Hamiltonian defined
on (sg,0) U (0,s4), let Hy be a Hamiltonian function defined on (s_, sg), and
assume that the hypothesis of §2.3 is satisfied. Let hi* be the elementary
indefinite Hamiltonian defined on (s_,0)U (0, s4.) obtained by pasting b5, with
H,. Then the number sy belongs to I_ (for the Hamiltonian hs*). Let hs.
be the elementary indefinite Hamiltonian defined on (sg, o) U (o, s4) which is
obtained by splitting h3* at so. Then we have hsi = hit.

In both situations we have kg, s = ’ys’o}s_. /

The similar statements of course hold true when the point sq is located to the
right of 0. We revisit the splitting/pasting procedure in more detail in the
appendix, where we give explicit formulae for the numbers djf ;. d° ;, d*
and for the action of the isomorphisms x, s_ and ks, -

By repeated application of the splitting/pasting procedure, we can reduce
the set of splitting points of a given general Hamiltonian.
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2.5 Lemma. Let ) = (H;06,b;;d;; E), E = {s_,s1,...,5,,5+}, be a general
Hamiltonian (of the form 1.3). Moreover, let xg € I be given. Then there exist
unique numbers d;“ such that the boundary triple B(b) is isomorphic to

%@o(h) - (‘on(b)vTTU (h)vrﬁo(h)) = %(hTo) W %(Hror’)v

where b, is the elementary indefinite Hamiltonian of kind (A) given by the data

Do 1= (Hazg; 6,b55d7°) . (2.1)
Proof. We are in the situation
Sm41
—_—~
L[] L] X L] L] L] [ ]
s 81 ... Sm o Sm+1 Sk z0 Sk+41 Sn st
where hs” "' is the elementary indefinite Hamiltonian
hz:-H = (H|(Sm,5m+1); o, bj; d]) :
First we apply successively the isomorphisms ks, s, _1,--.,Ks,,s_ Starting from
em* . and paste in the corresponding pieces with the Hamiltonian functions
Hles,, sm-1)s-+ > H|(s;,s_y. In this way, we obtain an elementary indefinite

Hamiltonian h3"** of the form (H|ss,,,,; 0, b;; d;i”?l) such that
%(h) = %(hgil+1) 2 %(HSerll')) :

If 9 > smq1, we apply successively the isomorphism Ks,, ;1 smios- s Ksp,zo
where we paste in the corresponding pieces with the Hamiltonian functions
H(sprir,5mi2)s -+ s H(sp,20)- By this procedure, we obtain the desired elemen-
tary indefinite Hamiltonian b, = (H|«z,;08,b;;d;°). If 20 € (0, sp41), We use
the splitting isomorphism 7,

smy1 and again obtain b, as desired. a

Note the difference in the notation between B, (h) and B(h,,). The latter
is a boundary triple connected with a Hamiltonian on (s_, z), the former is a
boundary triple connected with a Hamiltonian on (s_, s;) with splitting point
Zo-.

b. The function space L% (H).

If h is a general Hamiltonian, the relation T(h) can be mapped to a relation
acting in a certain space of functions, which is actually fully determined by
the Hamiltonian function H of §, cf. (IV.4.18), Proposition IV.4.17. In this
subsection we treat this space more systematically.

2.6. Form of H.
We deal with Hamiltonian functions H which are subject to the following con-
ditions.

(1) The Hamiltonian function H is defined on I = (s_,0) U (0, s4) (in the
sense of (1.3). Moreover, H4, is in limit circle case at s_ and in limit
point case at o, and H,p is in limit point case at both endpoints.

(¢') The Hamiltonian H+, satisfies the condition (HS;) and Ay (H4,) < cc.

11



(i) The Hamiltonian H,p satisfies the condition (HS_) and A_(H,r) < 0.

(#4) The point o is not both left and right endpoint of an indivisible interval.
(#3i) We have s_ > —o0.

(iv) We have (}) € L*(H).

If H is of this form, set A := max{A, (H« ), A_(H|or)}- /

The significance of Hamiltonian functions of this form in the present context is
that H is the Hamiltonian function of a general Hamiltonian h of the form 1.3
if and only if H is of the form 2.6.

If z9 € (0,5+), we denote by w7°, j > 0, the unique (see Lemma IV.3.10)
absolutely continuous 2-vector functions on [s_, o) U (o, s4) with

0
i) —
= (1)
(07°)" = JHw" |, k>1,
0
;0 (s-),0.°(xo) € span{ <1> }, k € N,
Wi € L*(Hay,), E>A.

For notational convenience, we set w*% := 0, and let w;° denote the second
component of the vector w}°(zo), i.e.

()

By Lemma IV.3.6, the functions w°, ..., 1w’ ; are linearly independent modulo
L?(H). Let us remark that (mf“)qg does not depend on xg, whereas (mf“)gr»
does.

2.7 Definition. Let H be of the form 2.6, and choose zy € (0,54). Then we
set
LA(H) := L*(H)+ span {r}°xag,: k=0,...,A =1},

Tamax(H) == {(f;9) € LA(H) x LA (H) : 3f absolutely continuous
representative of f s.t. f’ = JHg}.

/

Note that, by Lemma IV.3.12, the space L% (H) does not depend on the choice
of Zo-

2.8 Lemma. Let H be of the form 2.6, choose xg € I+ and a pair (fo;g90) €
Tinax(Haor) with T'(Hyr)(fo;90) = ((1)) Moreover, let

(uk§ Uk) = (mioxﬁxo; mi(llXﬁwo) + wlfo (fO;QO)v k>0. (2'2)
Then
TA max(H) = Tiax(H) + span {(uk;vk) ck=0,..., A} . (2.3)

12



Proof. Obviously, (ug;vr) € TAmax and {(ug;vr) : K = 0,...,A} is linearly
independent modulo L?(H) x L?(H). It already follows that the inclusion ‘2’
in (2.3) holds and that the sum on the right-hand side is direct.

To show the converse inclusion, let (f;g) € T max(H). There exist constants
)\0, ey )\A—l and Mo - - s MA—1 such that

A—1 A—1
F = M Xwgs 9= > Hkt0y Xy € L2 (H).
k=0 k=0
Set
A—1
(f;9) = (f;9) — Ak (U vp) — pa—1(ua;va). (2.4)
k=0

Then (f;§) € Tamax(H) and f € L*(H), gxzor € L*(H). Tt is sufficient to
show that gy, € L?(H). It follows from (2.4) that

g€ LQ(H) + span{rg® Xazgs - - - R 5 X4z }-

Hence there exist scalars 7g,...,ya—2 such that
A2
Gi=G— Y X, € L*(H).
1=0

By the definition of the number A, at least one of the sets

{0 X (s o)+ ORI X(s o) fr A0 X (om0) s - - 3 WA 1 X(0,20) |

is linearly independent modulo L?(H). Consider the case when the first one has
this property; the other case is treated completely analogously.
Denote by Z the operator

(Zh)(z) = /fﬂ JHh, z€(s_,0).

Since (f, §) € Ta max, there exist scalars €4, e_ such that

@)+ (&) = i), e (oo,

€_

Moreover, we know from [KW2, §2.b] and the construction preceding Definition
1V.3.7, that there exist scalars €, €, ..., ea—_2 such that

[Ifi + (2)}%_,0) € L*(H),

g O g
[Iml o+ <€l)}X(S_7g) = mlilx(s_,g), [=0,...,A—2.
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It follows that (note that to3°(x) = ((1)))

A-2 A-2
YL X(s_ o) + (6= —€— Z V€)X (s o)
1=0 =0
rA—2
o 0 €4+ €4 0
- Z Vi <ml+1 ( l>> + (6_> (O) (6>‘|X(s,a)
L i=o
rA—2

2 WIvo® + f —Tg— <€0+> - (S)]X(S"’)
- _(Ig+ (2)) +f- (GJ)]MSJ) € L*(H),

and hence that v = 0,1 =0,...,A — 2. We conclude that gxaz, = §xz, and
hence belongs to L?(H). Q

2.9 Corollary. With the notation as in Lemma 2.8, we have
dom TA max(H) = dom Thax (H) + span {mioquo +wifo: k=0,..., A} )

Proof. In view of (2.3), it is enough to note that {w;°xa, : K =0,...,A} is
linearly independent modulo dom Tyy.x(H), cf. Lemma IV.3.11. a

2.10 Corollary. Let (f;g) € Tamax(H), and let N and p be the unique con-
stants such that

A—-1 A—1
- Z Almfox“lxo € L2(H)7 g— Z ;U’lm?:ox"lzg S L2(H) .
=0 =0

Moreover, let u;,v; be as in (2.2). Then we have
>\l+1:Hl7 1:03"'7A727

and

= > Nl v) = pa-1(ua;va) € Tnax(H) -

Proof. Let 7, ...,7a be the unique constants, such that

A
> (s v1) € Trmax (H) .
1=0
Then, in particular,
A
(f - Z’nmf")Xﬂmo € L*(H), (9 - Z’nmffl)xﬂmo € L*(H),
=0 =0
and we conclude that
)\lz’yl, Ml = Yi+1; l:(),...,A—].. (25)
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2.11 Remark. Let h be a general Hamiltonian, let H be its Hamiltonian function,
and let ¥(h) be the map defined on [KW2, p.760]. Then

(¥(h) x ©(5)) (T(h)) = Tamax(H) -

In view of Proposition IV.4.17 (i), and Definition IV.4.11, this is an immediate
consequence of (2.3). /

c. Definition of the isomorphic copies B,,(h) and %xo(h).

From the parameters b;, j = 1,...,0, of h we define numbers c;, j € Z, by
by - by
(c1,..05es) | ¢+ - 1| =(=1,0,...,0), ¢;:=0 otherwise,
0 b1
cf. (IV.4.2).

In a first step we construct the isomorphic copy %Io(f)) of a given boundary
triple B, ().

2.12 Definition (of B,,(h), Part 1). Denote by P, (h) the linear space

Baro (h) := L*(H) x (C* x C*) x C°

equipped with the inner product [-, -] defined by means of the Gram matrix
110 0 0
0(0 I 0
Ceo) = | 0|1 0 0 ) (2:6)
010 0| (chei—s)yi—

ie.
[F,G] = (Gq‘émo(h)F’ G)LZ(H)x(cA XCA)YxCo

for F,G € ‘ﬁmo(h). Moreover, define - : ‘i?lo () — i?zo (h) by
(i8N ) = (f; 5,1, ).
/

Choose zo € Iy, and let hy, be an elementary indefinite Hamiltonian of kind
(A) as in (2.1). The isometric isomorphism ¢ from B(h,,) onto L?(Hay,) X
(CA x CA) x C% constructed in (IV.4.10) naturally extends to an isometric
isomorphism

Lo+ Bag (0) = B0y ) [H L (Hayr) — By (b)

namely by

Lag (T + 9) 1= 12 + (gXa0r30,0,0), = € B(bhay), g € L*(Hyyr) -

15



2.13 Definition (of ‘on (h), Part 2). Let 2o € L. Denote by Ty, (h) C ‘ﬁio(h)g
and I'y, (5) € Pu, (5)2 x (C2 x C?) the linear relations

ji’ﬂ@o (b) = (Lﬂﬂo X Lmo)Two(h)v

Ty (5) i= ((tay X tay) X ides )Ty (h) -

/

In a second step we construct another isomorphic copy of B, (h) where the
space component L2(H) x C* is replaced by L4 (H). To this end consider the
map

: { Boo(h) — LA(H) x C2 x C
by
(fa Evv 7\7 (X) = (f + ZkA;OI AkmioXﬁm(ﬁ av 0()

Then, clearly, i,, is bijective.

2.14 Definition (of %IO (h)). Let xg € I+. Denote by ‘jf?xo(f)) the linear space

o, (h) := LA(H) x C4 x C?,
endowed with the inner product

[F,Glyy = iz F. z—la]%(h), F,G e P, (h),

» Yo

and the conjugate linear involution

(fi&, ) == (F;L®).

Denote by %mo(b) - ‘%wo(bf and f‘zo(b) - ‘%$D(h)2 x (C? x C?) the linear

relations

20(0) = (Lay X ing) Ty (B),
2 (h) = ((Zro X izy) X idca )F:ro (h).

e M8

/
With these definitions, the triples

%330 (h) = ($$0 (h)? ji’%o (b)’ fﬂfo(h))?
By (h) = (Bay (0), Tue (0), o (1))

are boundary triples isomorphic to B(h). Actually, (t4,;idc4) is an isomorphism
from B, (h) to B, (h), and (i, ;idcs) is an isomorphism from B, (h) to %xo (h).

d. Description of ‘%mg(h).

In this subsection we establish the following intrinsic description of the boundary

@

triple B, (h). The following theorem is the main result of this section.
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2.15 Theorem. Let by be a general Hamiltonian (of the form 1.8) and let x¢ €
I, and d?o as in Lemma 2.5. Moreover, let F' = (f;&,«),G = (¢;1,B) €

‘%zo(f)), and denote by A and |1 the unique coefficients such that

A-1 A-1
f=r- A7 x4, € LP(H), §i=g— Z [vo7° x4z, € L (H).
1=0 =
Then
) A-1 A-1 5 -
[F,Gl = (F,@) 2y + D M+ Y Gk + Y ot -
k=0 k=0 k=1

Moreover, (F;G) € %mo (h) if and only if

(Z) (fag) S TA,max(H);
(¢) for each k € {0,...,A —2},

1 T 1 T
Ek = Me+1 + §MA71CZA°+,€ + 5)\0%0

0% (s-)2f(s-)1, (5-,0) not indivisible,

+w]f°+1f(x0)1 - {

0, (s—, o) indivisible;
(iid) .
z A1 ..
To\*k LT 1 T T ﬂl’ 0> O’
a1 = /(“0&’) Hg+ 5 Z N A—q + pa—1dop g — {0 A
=0 ) o=V,

w30 (s_)af(s=)1, (s—,0o) not indivisible,

+ W f(wo)1 — {

0, (s—,0) indivisible;

() if (s—,0) is not indivisible, then

d

pudp” ;

N |

no = f(s-)1 — f(zo)1 —

Il
o

(v) if 6> 0, then

ﬁj-‘rh jzl,,O—l,
oj = —pa-1bs—j41 + o
., j=0é

Here f(s—) and f(xo) denote the values of the unique absolutely continuous
representative with f' = JHg, which always exists on (0,s4), and exists on
(s—, o) if this interval is not indivisible.

We have mul %xo(h) # {0} if and only if H starts with an indivisible in-
terval at s_. In this case, when sqg € (s—,o| denotes the right endpoint of
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the maximal indivisible interval with left endpoint s_, ¢ denotes its type, and
L:= [7°tr H(t)dt its length, the multi-valued part of %mo(h) is given by

span { (O; (€4 X505 (—103° (5-)2l sin ng)jA:_ol, O)) }, so < 0,

mul%ggD =
(5) {span {(05(0;¢0,0)) }, 50 = 0.

Whenever (F;G) € %mo(h), we have
fls2), (s—,0) not indivisible,

ﬁw F:G) = A— x
' | (no + f@oh+ % Zz:ol fud, 0) (s—, o) indivisible
AO ) - .

2.16 Remark. Note that by Corollary 2.10, condition (i) implies that
/l/k;:>\k+17 k:07...,A—2.
/

The proof of this result is done in two steps; first we deal with ‘%xu (h), and then

transfer the obtained knowledge to %:,30 (h). The description of EQB:,;O (h) reads as
follows.

2.17 Proposition. Let ) be a general Hamiltonian (of the form 1.3), and let
xo € 1. Moreover, let dj° be as in Lemma 2.5, and fix an element (fo;go) €
Tinax (Hagr) with T(Hae ) (fo: 90) = (7).

Let F,G € By (h), and write F:= (f;E,\, ) and G := (g;n, 1, B). Then
(F;G) € Ty, () if and only if

(i) A-1
(f = N fo — pa—1 (WX X4z, + WX fo);
1=0
A-1
g — ( Z Alwfo + /«LAflwz())gO) € Tmax(H)
1=0

uk:)\k_H, kZO,...,A—Q,

and (F;G) satisfies (ii)—(v) of Theorem 2.15 where in (iii) the function g is
replaced by g. If (F;G) € Ty, (), then

f(s2)+ ZIAZBI Aoy 0 (s-), (s—,0) not indivisible,
L., (F;G) = Al 2.7
: | <n0 *f(mht % leol tad; 0) (s—, o) indivisible 27
AO i - ’

For the proof we start with identifying some particular elements of f”xo ().

2.18 Lemma.
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(i) Let ay, by € ‘j}xo (h), k=0,...,A, be defined as

1 _
Qo = (fo; (id;co)jA:ol» 5070)7

bO = (907 07 070)7

xr 1 X —
A = (Wkofm (idkij)J‘A:Ola €k, 0),

T 1 T - €z
b = (W/cogo; (§dk071+j)jA:01 — dy’ €0, Ek—lvo)’

k=1,...,A—1,

an = (W X%, + WX fo; (d?ﬂ)f:_ol,(), —(bs+1-7)5-1),

ba = (wR00; (3301 )25 — A% se0,ea 1,0).
Then (ax; br) € Tuy (), k=0,..., A, and Ty () (ar; b) = 07 (s_).
(¢3) Leta), k=0,...,A+6—1, be defined as
" ::{(0;—%070), E=0,...,A—1,
(0:0,0, ep—nt1), k=A, ..., A+6—1.

Then (aj;af,,) € Tog(h), k=0,...,A+06—2, and ', (h)(a}; af,,) = 0.

Proof. Let px, k =0,...,A—1, and dx, k = 0,...,A 4+ 6 — 1, be defined as
in the paragraphs before and after Lemma 1V.4.9 and in Definition 1V.4.10.
Then according to Remark IV.7.5, equation (IV.4.8), Proposition IV.4.7, top of
page 760 in [KW2] and Definition IV.4.10, the following relations are valid:

1 ., \a-1
Log Pl = (0; (395%) 00 ,&k,0)7 k=0,....A—1,
Ly 1050 = (mgmo; (d2,5) 5 ,0,0),
o [0-ea00, k=0, A-T,
lgoOk =
’ (0;0,0, ex-n41), k=A,...,A+6—1.

Hence
(a0; bo) = (tay Xbmo)((po; 0) + (fo;go)),

(ak; bi) = (two X tao ) (Pr; PR—1 + d7°160) + wi (fo: 90)) 5
k=1,...,A—1,

(an;ba) = (tog X tay) (0 + b;pa—1 + dX_160) + Wi (fo; 90)),

ay = gy (0k), k=0,...,A+06—1,
where (see Definition IV.4.11)

o+1 o
b:= Z bidats—1 = Z bst1—j0A+j—1
=1 j=1
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since b1 = 0. Now the assertions follow from the fact that the pairs
(o3 0),

(Pr: Pr—1 + di° 1 60), k=1,...,A -1,

(m-zo +b;pa_1+ dxAO,l(so)»

(0k; Ok+1), k=0,....,A4+06-2

all belong to T'(h,) (see Definition IV.4.11 and Proposition IV.4.17 (iv)). The
form of the boundary mappings follows from Definition IV.4.12 and the two
preceding paragraphs. a

Now we are in position to treat the case when both elements F' and G belong
to L2(H) x (C» x {0}) x {0}.

2.19 Lemma. Let F':= (f;£,0,0) and G := (g;n,0,0) be elements of‘ﬁmo(h).
Then (F;G) € Ty, (b) if and only if

(Z) (f;g) € Tmax(H)z'
(t) for each k € {0,...,A —2},
3% (s-)2f(s-)1, (s—,0) not indivisible,

&k = M1 +wi sy f(To)1 —
ht 0, (s—, o) indivisible;

(ii4) o
a1 = /(‘UZO)*HQ

S

w0 (s_)af(s=)1, (s—,0) not indivisible
xo _ A ) ) )
xS (@) {O7 (s—,0) indivisible;

() if (s—,0) is not indivisible, then no = f(s—)1 — f(xo)1-

In this case,

fls2), (s—,0) not indivisible,

fro (h)(F7 G) - (7’]0 + f($0>1 (28)

0 ) , (s_,0) indivisible.

Proof. Assume first that (F;G) € Ty, (h). Since
L2(H) x (C* x {0}) x {0} = span {14y (50), - - -+ two (6a45-1)}
it follows that

(1t %13 )) (F5 G) € T (0) 0 (span {00, ..., dags—1} )"

We obtain from Proposition IV.4.17 (ii%), that

(f59) = [(¥ x ¥) 0 (13) x15)] (F; G) € Timax(H),
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i.e. () holds.

In order to obtain the formulae asserted in (i4)—(iv), we apply the abstract
Green’s identity (1.2) with various elements in the spaces Py, (h) and L2(Hy,p).
First we compute the boundary values of (F’; G). We have

(Tao (0)(F;G)), = w050 (s-)* IT0, (h)(F; G) = [G, ag] — [F, bo] =

S+ S+
=770+/ fSHg—/ goHf =m0+ flzo)r.
o

Zo

=fo(@o)*J f(z0)
If (s—,0) is not indivisible, by the definition of 'y, (h) (see Definition IV.4.12),

Lo (0)(F3 G) = Ly (9) 0 (17, %13, ) (F: G) = f(5-) -
We see that (2.8) and (iv) hold. Next, let k € {0,..., A —2}; then

% (5-)2(n0 + f(0)1)
= miﬂrl(s,)*szo(h)(F; G) =[G, ap41] — [F, bry1]

S+

sy
:/ (w:3.1f0)*H9+77k+1_/ (Wet190) Hf — &

0 0
= Mkt1 — &k +widy fo(@o) I f(wo) = Mha1 — §k + Wil fzo)1 -

If (s—,0) is not indivisible, this relation combined with the already established
relation (iv) gives (i¢). If (s—,o) is indivisible, we know from Remark IV.3.8
that 1o} | (s-)2 = 0. Hence, also in this case (i) holds. Finally, we compute

0% (s-)2(no + f(20)1) = WX (s_)*JT, () (F; G) = [G,an] — [F.ba] =

—/jo( ) Hg+wy U foHg — / *Hf}—ﬁA—l

zo
:/ () Hg + Wy f(zo)1 — &at,

which yields (4i7).

For the converse, assume that F and G satisfy (i)—(iv). By Proposition
1V.4.17 (iii), there exists an element (F; G) € Ty, (§)N(L2(H)x (C2 x{0})x {0})
with (¢ o L;()l)(ﬁ’) = fand (¢po L;()l)(é) = g. By the first part of this proof, the
elements F' and G satisfy the conditions (i)—(iv).

Write F = (f; E, 0,0) and G = (¢;7,0,0). By Lemma 2.18 (ii), we can make
the choice of (F;G) such that 7, = np, k = 1,...,A — 1. If (s_,0) is not
indivisible, by condition (iv), we must have 7o = n9. If (s_,0) is indivisible,
we have (0;50) € Ty, (h) (see Definition TV.4.11 (4.14)), and again (F;G) can
be chosen in this way. The conditions (i) and (474) now imply that F =F and
G=0G. Q

With the help of Lemma 2.18, we can reduce the general case to the case treated
in Lemma 2.19.
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Proof (of Proposition 2.17).
Step 1. Define an element (F'; G) by

A-1 6-1
(F;G) Me(an; br) — pa—1(ansba) = > Bisa(as 1153 0a;)
k=0 j=0
By Lemma 2.18 we have (F;G) € Tw () if and only if (F;G) e Tmo(h)
Write F = (f; &, A, &) and G = (§;7, it, B), then

A
Z Aw)® fo — pa—1 (R Xaw, + WX’ fo),
=0

A—1

— = > NdpSy = paadi,, k=0,...,A—2,
=0

A 1

&k = &k

l\')\»—l

61, o > O7
fac1=E6a1— Z MNAR_ 1 — pa—1dop_q + {

A—1
;\k:/\k_z/\lalkzoy k=0,...,A—1,
=0

0, 6=0,

ﬂj+17 j:]-v"wa_]-v

aj = aj + pa-1bsii—j — {0 -
9 j = 07

and

A—1
g=9- (Z Ay + MA—1W20>907
=0
1 1
o =m0+ 5 Y Ndiy + SpacidX,
=1

i = ledl Lk — /m W k=1, A1,

A-1
. :U’k*Ak-‘rla k:(),"'aA*Qa
fie = i — > N1k — pa-10a-1k =

=1 0, k=A-1,

Bi=0, j=1,...,6.

Step 2: assume that (F;G) € fzo(f)), 3
The abstract Green’s identity applied to the pairs (F;;G) and (aj;a;,,), | =
LA+ 06— 2, gives

ﬁk:ﬂk_j\k+1:_[é7a;c]+[ﬁ17a;c+1]:07 kZO,...,A—Q,
[F’GIA] = [F’G/A] +fa-1= [F,G/A} - [é)alA—l] =0,

[F’a;c—&-l]:[Faa;c-&-l}*[G’a;c]:Ov k=A...,A+06-2
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The last two lines imply that & = 0, and we see that
F,G e L*(H) x (C* x {0}) x {0}.

Plugging the expressions for f,&, ... from Step 1 into the formulae of Lemma
2.19, shows that the relations (i') of Proposition 2.17 and (ii)—(v) of Theorem
2.15 are satisfied.

Step 3: assume that (i) of Proposition 2.17 and (ii)—(v) of Theorem 2.15 hold.
Then we have F,G € L*(H) x (C® x {0}) x {0}, and hence Lemma 2.19 is
applicable. However, (i'), (ii)—(iv) exactly correspond to (i)—(iv) of Lemma
2.19. We conclude that (F; G) € Ty, (h), and hence also (F;G) € Ty, (b).

Step 4: computation of boundary values.
Assume that (F;G) € Ty, (), and let (F'; G) be as above. Then, by (2.8),

L0y (0)(F; G)
f(s2) — pa—1wR(s-), (s—, o) not indivisible,

1 A—1 ui 1 ui

= A+ spa—1dR
(770 o 2in A2y 22’% a1 +f(w0)l> . (5_,0) indivisible.
Using the definition of F', G, the knowledge about the boundary values of the
pairs appearing in Lemma 2.18, and the fact that pr = Ag11, k=10,..., A =2
we obtain (2.7). Remember here also that w;°(s_) = 0, k > 1, if (s_,0) is
indivisible. a

Proof (of Theorem 2.15). The formula for the inner product is clear. Now con-
sider the elements F, G as given in the statement of the theorem. Then

Fi=i)F=(fit, A o), G:=0,'G=(gn,up).

By the definition of %zo(h), we have (F;G) € %Zo(h) if and only if (F;G) €
T, (h), and in turn if and only if F' and G satisfy the conditions (i') of Propo-
sition 2.17 and (4i)—(v) of Theorem 2.15 with the function § in (¢i7). Since

wp o) o (5-) € spund (1) ]

F, G satisfying (ii)—(v) of Theorem 2.15 is equivalent to F,G satisfying these
conditions.

We show that Proposition 2.17, (i), for F, G is equivalent to () of Theorem
2.15 for F,G. Clearly, this will finish the proof of the asserted equivalence.

Let (fo;90) and (u;v;) be as in (2.2). Then the element (f;g) belongs to
Ta max(H) if and only if

A-1
(f7g) - Z )‘l(ul;fvl) - MAfl(uA; UA) S TA,max(H) . (29)
=0

23



Using the relations F' = Zzol*:‘, G= Zmoé we compute

A-1
F=> Nw — payua
1=0

A—-1 a-1
=f+ Z AkszX‘Tzo - Z Al (mlIOX‘Txo + wlefO) - UA—l(maCAOXMO + wZOfO)
k=0 =0
!
= f — )\lwlﬂﬁofo — HA-1 (mz)xﬁxo + ‘*’ZOfO)
1=0
and
A—1
g— Z AV — HA—1VA
1=0
A—-1 A-1
=g+ > W0 Xame — Y M (0 X + wiP90) — a1 (WA Xawo + @A 90)
k=0 =0
A-1 A2
=G— Aw;®go — pa—1wx’go + Z (bt = A1) 107 Xrag -
=0 1=0

Hence, if (i') holds, the pair in (2.9) will belong to Ta max(H). Conversely, if
() holds, we obtain from Corollary 2.10 that p; = A\j41, 1 =0,...,A—2. In
turn, it follows that also the first condition in (¢’) holds.

Next we determine mul %wo (). The boundary triple B, (h) is obtained from
pasting the boundary triples associated with an elementary indefinite Hamilto-
nian of kind (A) and a positive definite one. Hence, it follows from Proposition
IV.5.16 that mul Ty, (h) # {0} if and only if H starts with an indivisible inter-
val at s_, and that in this case dimmul7},,(h) = 1. The case when (s_, o) is
indivisible is easily settled. It suffices to observe that in this case the pair

(F;G) := (0;(0; €0,0))

satisfies the conditions (i)—(v), and hence belongs to %mo(h).
Assume that sg < o, and write

H(t) = h(t)¢s5, te€ (s, s0).
Then | = [ tr H(t)dt = [7° h(t)dt. Set

F(t) = / h(@)de - Tesxasss  9(t) = EsXann

50

then ]
J = JHg, f=u0, f(s_>:z( sin ¢ )

—Ccos ¢

Moreover, since f,g € L?>(H), the numbers )\; and j; all vanish. Consider the
pair
(F;G) = (0; (g (0" (s )al sin )25, 0)) -
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By what we just said, (F; G) satisfies the condition (). Moreover, (i), (iv),
and (v) hold by the definition of G. It remains to consider (ii7). However, since
§gm2‘) is constant on (s_, sg), we have

| wryHg= [ wony e = [ (o) MO g

S

— (R (s0)” [ O ot = (s

=y (s )2sing -1 =wx (s )2f(s-)1.

Thus also (i#) holds, and we conclude that (F;G) € T4, (h).

In order to compute boundary values, assume that (F;G) € Ty, (h). Then
(F;G) € Ty, (h), and by Proposition 2.17 and the definition of f‘%( ) thus

Lo (0)(F; G) = Ty (0)(F; G)

fls) + ZlA:?)l A0 (s2), (s—, o) not indivisible,
= (o + Flzo)s + 5 20" e
2 £1=0 L), (s_,o) indivisible,
Ao
f(s2), (s—, o) not indivisible,
= 1 A—1 T
1 dTo
(770 + fl@o)s —’:\2 Xizo td; ) , (s—,0) indivisible.
0

a

As a consequence of Theorem 2.15 we obtain a description of %Zo(b) in terms
of its domain and action.

2.20 Corollary. Let b be a general Hamiltonian (of the form 1.8) and xg € 1.
Moreover, let F = (f;&,a) € %ro(b)' Then F € domiyu(h) if and only if

in case 6 = 0 the condition (i) A (ils=0)’, and in case 6 > 0 the condition

(1) A (Fis>0) " holds.
(1) f € domTAa max(H).

(ti5=0) Under the assumption that [ satisfies (i), let vo,...,7a € C be the
unique constants such that

A
f5: (f - Z’Ylmfo)X%o € dom Trnax(Haz,)
=0

and set

zo

Ly := lim [mZO(x)*Jf(x) Jr/

lim ],
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Then
A—1

1
fa-1=Li+1L-+35 > ndit A vadsy -
1=0

(iig>0) We have az = 0.

2.21 Remark. f F € dom%xo(h) and (F;QG) € %%(h) with G = (g;n, B), then
the numbers 1, 3 can be computed immediately by solving the equations in
Theorem 2.15, (i1)—(v).

Hence, the action of %xo (h) is easily understood, provided the action of the
differential operator Ta max(H) in the function space L% (H) is. This operator,
in turn, is explicitly related to Tiax(H) via Lemma 2.8. Altogether, we see that

%xo (h) is a finite dimensional perturbation of Tinax(H ) which is given in a very
explicit way. /
Proof (of Corollary 2.20). The case that 6 > 0 is easily settled. If F €

domi‘l‘)’wo(f))7 then by Theorem 2.15 (i), (v), we have f € domTA max(H) and
as = 0. Conversely, if F' satisfies the present conditions (¢) and (iis—0), then we
can first choose g € L4 (H) with (f;g) € Ta max(H) and then choose 1, B such
that Theorem 2.15 (4¢)—(v) hold.

Assume for the rest of the proof that 6 = 0. Let f € domTa max(H) be
given. Choose g € L% (H) such that (f;g) € Ta max(H) and let po, ..., pa—1
be the unique constants such that

A—1

§ = (g - Z ulmf”)xﬂxo € L*(H).
=0

First of all, let us verify that the limits Ly in (ii5=0) do exist. If x € (o0,z0),
Green’s identity in L?(Hq,,) yields

/ " (o) Hg / " (wio ) Hf = 1% ()" f () — w5 (20)" T F (z0)

x

Since o and § both belong to L?(H|(y 4,)), we may pass to the limit z \, o
to obtain

Ly = lim [0 ()" () + / (% ) Hf

:/ " (1020)* H G + 100 (0)* f (o).

In the same way, we obtain that

L - /U(mgﬂ)*Hg ol (s_)* T f(s_).

Since w}°(20), 0] (zo) € span{(})}, we have

W (20)" f(x0) = Wi f(x0)1, WX (5-)" T f(s-) = wX (s )2 f(s-)1 -
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Moreover, if (s_, o) is indivisible, we have w%(s_) = 0. Remembering (2.5), we
see that under the assumption of (¢), statement (ii;=¢) is equivalent to Theorem
2.15 (iii).

Assume that F satisfies the present conditions (¢) and (ii35—¢). Then we can
choose g € LA (H) with (f;g) € Ta max(H) and Theorem 2.15 (iii). Clearly,
1 can be chosen such that Theorem 2.15 (i) and (iv) hold. Thus (F;(g;n)) €

%xﬂ(h), and we have F' € dom%xo(h).

Conversely, if there exists G € ‘iwo with (F;G) € %mo, then Theorem 2.15 (7)
and (i4i), immediately give the present conditions (i) and (ii5=0). Q

3 An xyp-independent form of the model

The Pontryagin space ‘jﬁiwo(h) underlying the boundary triple ‘%IO (h) does not
depend on the particular choice of zo. However, as it is seen from Proposition
2.17, the relations T}, (h) and I'y, () do in general depend on zg.

A similar remark applies to the boundary triple %mo(b). Due to Lemma

IV.3.12 (ii), the linear space underlying the Pontryagin space ‘%mo(b) does not
depend on xg. Moreover, due to the existence of the isometric isomorphism
igy0ig): ‘i}xl (h) — ‘i}m (h), and the fact that %11 (h) and ‘%xz(h) are both Pon-
tryagin spaces, the topology on this linear space induced by the inner product

[, ]z, does not depend on zy. However, the inner product [-, -], on ‘f}wo (h) and

the relations %Io(h) and f‘mo(b) do in general depend on z.

One idea how to remove the dependence on xg is the following: the point
x¢ is the point where the given general Hamiltonian is cut into two pieces, and
the model is then obtained by pasting the two corresponding models. Is it
possible to shift this cutting point to s; and thus completely avoid cutting and
pasting? Our aim in this section is to show that under certain assumptions on
the asymptotics of H, limiting its growth towards s, the answer is ‘yes’. To this
end, we have to study the dependence on x( in some more detail. A big portion
of technically complicated computations has been shifted to the appendix, so
that in this section we can concentrate on the essential ideas.

3.1 Remark. If h ends with an indivisible interval towards s, i.e. Tpmax =
sup Iy < sy (for the definition of Iy see §2.1 (5)), then it is of course impossible
to shift the cutting point to s;. However, in this case, the boundary triple B(h)
can be described without cutting/pasting anyway. Namely, we have B(h) =
PB(bz,...), T(h) is a certain one-dimensional restriction of T'(h,, . ) depending
on the type of the indivisible interval (2max, s+ ), and T'(h) is the restriction of

L(B2,0) t0 T'(h). /

In view of this remark we will, throughout this section, assume that h does not
end with an indivisible interval towards s;. Limits x — s4 will be understood
such that x tends to s inside I;.

Let 21,29 € I, x1 < 22, and let b,, and b,, be the elementary indefinite
Hamiltonians as in Lemma 2.5. We know from [KW2, §7] (cf. also §2.2, §2.3,
and Remark 2.4) that there exists an isometric isomorphism

Rxyao * ‘B(bﬂfl) [+] Lz(H|(m1,w2)) - ;‘p(bxz)v
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such that (K4, z,,1dc4) is an isomorphism of the corresponding boundary triples.
This map naturally lifts to an isomorphism of B, (h) = B(bs,) [+] L? (Hy,r)
onto Pau, (h) = P(ba,) [+] L*(Hyyr) which will again be denoted by ki, s
namely by

F+f = Kxhwz(F%fX(xl,a:z))+fxac277 FG&B([’)wl), fGLz(HQClV)'

Clearly, (K, a,,idcs) will again be an isomorphism of the corresponding bound-
ary triples B, (h) and B, (h).
The isomorphisms ¢y, ,ty, and iz, ,iy, can be used to transport the map

Kavwat 10t oy zy @ Bay(B) — Buy(h) and Ry oy ¢ By, (0) — By, (h) be the

isometric isomorphisms defined by

By () — 2> P, (H) (3.1)
Por () > P, (h)

Ray,xg

Loy \L lLEQ

B, (0) >, (h)

K aq,zo

Note that &, z, is just the natural extension of the map that is also named
Rz, o and considered in the appendix, cf. (A.1), to a map

Po (0) = (L2 (Hag,) [H (€2 HC2) [H C°) [H] (L2 (H(zy o)) [F] L (Haor )
— Baa(h) = (L3 (Hogy) [F] (CH +C2) [HCO) [F] L (Haye ).

Using Proposition A.6, it follows that the action of the map K, ,, defined by
(3.1) is given by linearity and the formulae

fora (10,00 = (15[ o3y as+ [ - wiyag)Y S 00),
a2 (0:£,0,00 = (08,0, @),

"%$1,Z2 (0; 07 £k7 O) = ( - mz2X(x1,w2) - (mz2 - mil)Xﬁwl; (hz;1$2)jA 017 EkH O)?

T2

where we set

k:+]+1

T1,T2 ,__
by ™ = —5 E , Wik (@) + 5 E :wk—i-j—i-l 0% (1)1
I=j+1

Using these formulae, we can easily deduce how R, ,, acts.

3.2 Lemma. Let x1,22 € I, x1 < 22, and let F = (f;{,a) € ‘%ml(f)), let N be
the unique coefficients such that

A—-1

F= " Amjtxas, € L*(H).

=0
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Then

T2

FaroaF =(f@](A (w}) H f

1

x1 A—1
O Z ai) + 30 M) 2 o)

=0

Proof. Let an element (f; &, ) € ‘i}xl(b) be given. Then

A—1

(8 0) = (f =) A X, 6\ &) .
1=0
Hence, we obtain
(Ray,zs © iy, )(f & )

A—1
= ((f - Z A0 X, ) = D A0 X () + (107 = 07 ) X0, );
= =0

= f = X Ao,
o T1 —1
(/ (m§2)*Hf+/ (rf? — ol ) H(f - Z/\lm +§j+ZAhf”2) :
] g
A, a).
Applying i,, we obtain the desired formula. a

a. Asymptotic conditions on H; the elements vy.

3.8. Asymptotic conditions on H. Let H be a Hamiltonian of the form 2.6 with
sup I; = s, and choose a base point x¢ € I.. For N, M € Ny we consider the
following conditions:

(Ayx) The limits

im 107X (z0,2), lim (r0f —107°) x4z, k=0,...,N,

T—s4 T—Sy
exist in the norm of L?(H).

(Bas) The limits
v° = lim wji(xo)1, k=1,..., M,

TS5y

exist in R.

/

For k > A the existence of the two limits in (Ay) is equivalent to the existence
of the limit lim, ., WFX(c,2). However, for k < A, it is necessary to introduce
the splitting point xg, since the function 1§ x(s,4,) does not belong to L?(H) in
general.
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Note that since rofj = ((1)), the limit

v == lim w{(xo):
T—S4
always trivially exists and is equal to 0. Hence (Bg) is always satisfied.
If H satisfies the condition (Ay), we set

O = (szXﬁZL’O +w1i>r£1+(mi - mio)Xﬁm(l) +:Eli>r£1+mix(1'07z)7 k= 07 T N.

Since on the interval (s_, o) the function w} does not depend on x at all, we
have vy (t) == w7 (t), t € (s—,0), z € (0, 54).

First of all we shall justify these notions by showing that they do not depend
on the choice of the base point zg.

3.4 Lemma. The validity of the conditions (An) or (Bas) does not depend on
the choice of the base point xy. Also the actual value of vy is independent of xg,
in fact
xlim (b, —Ex4z) =0, k=0,...,N, (3.2)
ey
in the norm of L>(H) if (Ay) satisfied.
Conversely, if there exist functions vy, k =0,..., N, such that v, —10f x4, €
L2(H) for every x € (0,54) and (3.2) is valid, then condition (Ay) is satisfied.

Proof. Let zg,z1 € I1, and assume that (Ay) holds with the choice of zy as
a base point. Consider the case when z; > zy3. The existence of the limit
limg s, WX (20,2) implies the existence of the limits

lim miX(wo,;m)a lim miX(xl,wy
T—S 4

TS5y

This implies that also the limit

i (roj; vy ), = 1 (00} —t03") Xwo H0L X g — 10 Xwy + T 103X (20,01
exists. The case 1 < x¢ is treated in a completely similar way; in either case
(An) also holds with the choice of z;1 as a base point.

In order to show (3.2), let us denote by vj, the functions constructed with
base point z¢. Then, for arbitrary « € I, with > zy, we have

] : t : t
Ok =10} X1z = (W05 = 105) X0, + Hm (0 =103 ) X wg + W 103X (2,1) =05 X (,2)-
—S4 —S4

It follows that v, — w¥x, € L2(H). Passing to the limit z — s; gives (3.2).
Let 29,21 € I, and assume that (Bjs) holds with the choice of x( as a base
point. Choose arbitrary real numbers d;°, k =0,...,2A — 1, and set

BN
o = / (%) Hio , k> 2A.
Moreover, set 6 := 0, by := 0. Then the data by, = (Has,;0,b;;d;°) is an
elementary indefinite Hamiltonian of kind (A) defined on [s_, o) U (o, zo].

Let ¢ € I, with ¢ > max{zg,z1} be given. Let df, k =0,...,2A —1, be the
parameters of the elementary indefinite Hamiltonian b, obtained in §2.3 when
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pasting by, with H|(, »), and let di*, k =0,...,2A — 1, be the parameters of
the elementary indefinite Hamiltonian h,, obtained in §2.2 when splitting h, at
the point x1. Then, by Proposition A.6 and Proposition IV.5.17, we have

k+1 k+1

dx°+zwk+1 ¥ (mo) = df =dit + > wit, ol (z1) (3.3)
7=0

for all £ € Ny. Moreover, again by Proposition A.6 and Proposition 1V.5.17,
the numbers d;° and d;' are in case zo < x; related as

k+1
L1 g)
dk d +Z(‘L)k-i-l —j J (o)1 -

If g > 21, we apply (A.2) with the elements
0,105°, ..., 7% 5 0,8, it € L2(H|(4,,20))

to conclude that the same formula holds true. We see that the numbers dj*,
which were originally constructed via the point z, actually do not depend on
x. Hence, we may pass to the limit x — sy in (3.3). Since wj! = 1, it follows
inductively that the limits

v‘fl— lim wj(z1)1, j=1,...,M,

T—S4

exist, i.e. (Bas) holds with the choice of x; as a base point.
For the last assertion of the lemma, observe that the first condition in (Ay)
follows immediately from the relation

lim (v — W X% ) Xzer = 0.

T—S4

For the second condition in (Ay), note that

("0315 - mio)x‘h’o = (mi - Uk)xﬁﬂﬂo - (mio - U’C)X‘TJL’O'

Both terms are in L2 (H) for > xg; the second one is independent of z. The
convergence of the first term follows from (3.2). Q

3.5 Remark. Assume that, in addition to a Hamiltonian H of the form 2.6, also
a point zy € I and real numbers d,°, k =0,...,2A — 1, are given. Again we
set .
o — / (0%0)* Hiof ., k> 2A,
S

For z € I let numbers df be defined as

k+1

=d + ) wi,_wi(zo), k>0
7=0

Then H satisfies (Byy) if and only if the limits

Dy := lim d, k=0,...,M—1, (3.4)

T—S 4
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exist in R.

This remark becomes interesting if we remember that the numbers df,
k=0,...,2A—1, are exactly the parameters of the elementary indefinite Hamil-
tonian obtained in Lemma 2.5 when using = as cutting point. /

We trivially have ‘(Ax)=(An_1)" and ‘(Bps)=(Bar—1)’. It is more interesting
to note that a condition ‘type A’ implies a condition ‘type B’.

3.6 Lemma. Let H be a Hamiltonian of the form 2.6 with sup I, = sy. If H
satisfies the condition (Ay), then also (Byi1).

Proof. Let 1 < k < N + 1 be given. We apply the abstract Green’s identity
with the elements

T xr 0
(it ()50 € Tl Al

This gives

S0\ T 0\"
[ (0) ot = [ (0) iy
xo xo

= (}) swttan) = (V) (o) = wiGaas.

St 0 *
U:O = lim mi(xo)l = / ( > Hop 1.
T—54 o 1

Let us collect some properties of the functions vy.

and hence

a

3.7 Lemma. Let H be a Hamiltonian of the form 2.6 with suply = sy, and
assume that H satisfies (An). For notational convenience, set v_1 := 0.

(1) For each o € (0,54+) we have
(06 Xaor; 9k—1Xaor) € Tmax(Haor), k=0,...,N.
(1) For each xg, 1 € (0,54+) we have
((or — ) X905 (Vr—1 — WFL 1) X0 ) € Tmax(Haz), k=0,...,N.

Due to the above items there exist unique absolutely continuous representatives of
o1, 0 <k < N, which will again be denoted by vy, such that v}, (t) = JHoy(t),
te(s_,0)U(0,s4).

(#i7) For k > N, there emwist absolutely continuous functions v on (s_,o) U
(0,84) such that the assertion made in (it) holds for all k > 0.

The following limit relations hold:
(iv) For each o € (0,s4) we have
lim rf(xg) = vi(z9), k=0,...,N.

T—5
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(v) We have
lim w}(z)"Jog(z) =0, 0<I[k<N.
T—S4
Proof. By their definition the functions vy Xz, and (v —10;") X920, K =0,..., N,
belong to L?(H,,) or L?(H4y,), respectively. For the proof of (i) and (i), it is
therefore enough to show that for each interval (a,b) with [a,b] C (o, s4),

(kX (a,6); Ok —1X(a,b)) € Tmax(H(ap)) - (3.5)

However, for each x € Iy, we have (N0} X(a,b); 05_1X(ab)) € Tmax(H(ap)), and
hence (3.5) follows from (3.2).

Next it is easy to construct functions vg, k > N, with the desired properties.
To this end, fix € I, and remember that for each function f € L?(H|(y,))
there exists a unique constant a(f) such that

B0 = [ i+ ( () € o),

cf. [KW2, §2.b]. On (o, sy) we define functions vy, k > N, inductively by
o := B(bg—1 —wj_q) +wy, k> N.

On (s_,0) we set vy := w7, k > N; note that on (s_, o), wj does not depend
on z. Then, clearly, (v, —1}) = JH(vp—1 —tf_,) and (v, —10}) € L*(H|(s.4))-
The asserted properties are now immediate from the known properties of 7.

We come to the proof of (iv). Set a := x¢ and choose b € (xg, s+) such that
(a,b) is not indivisible. Then the boundary relation I'(H|(,)) is a continuous
operator from Tiax(H|(q,5)) onto C? x C2. Hence

(vi(a); x(0)) = T(H|(ap)) (0kX(ab); Ok—1X(a,p))

= D(H|(an) ( Him (0EX(a,0); 0E-1X(ap)) = lim (i (a);wi(0).

T—54

For the proof of (v), we apply the abstract Green’s identity with the elements
(xo,x € (0,54+) with g < x)
(Uk;nk71)7<nl§nl71) ETmax(ngl")a 0 S l,k S N7

(0r;0-1), (07507 1) € Thax (H|(29,0)), 01,k <N.

This gives

S4 S4
/ U?Hﬁkfl —/ Uz;lHUk = Ul(xo)*ka(l'o), (36)
Zo

Zo

/w(mf)*an_l - /gc(mf_l)*an = 1] (z9)* Jog(zg) — wi(x)* Jog(x). (3.7)

0 Zo

When =z — s4, the left-hand of side of (3.7) tends to the left-hand side of
(3.6). By the already proved item (iv), the first summand on the right-hand
side of (3.7) approaches the right-hand side of (3.6). Thus, we must have
lim, s, 107 (z)*Jog(z) = 0. Q

33



Let us note that the functions v, & > N, in the above item (4i7) are not unique.

b. Construction of limit boundary triples.

By Proposition A.7 we have
Rzg,xs © Rayao = Ray,es,  T1,T2,T3 € I, 1 < X2 < T3.

Hence, thinking of the totality of all maps Kz, 4,, we have a chain of isomor-
phisms (which of course also transports via the isomorphisms )

Raxq,zg

Ray,ep o Rag,xg

t =P, (h) — Pao () — = Py (h) — (3.8)

in) i iy i ing J/

=B, (1) =B, () B, () —

.

@
K xq,x3

It is a central result for our present purposes that, assuming the asymptotics
(Aa—1) and (Boa), we may pass to the limit z3 — s1. Actually, these conditions
are chosen exactly to allow this limiting procedure.

As a first, trivial, step towards passing to the limit, let us emphasize also

o

in notation that some parts of the boundary triples B,,(h) and ‘%mo(h) do not
depend on x( at all.

3.8 Definition.

(i) Denote by B(h) the linear space L2(H) x (CA x C2) x C?, endowed with
the inner product induced by the Gram matrix (2.6).
(#4) Denote by ‘%(f)) the linear space L% (H) x C2 x C% endowed with the

Banach space topology common to all the spaces ‘izo(h), xo € I4.

/

All maps in (3.8) are bijective and bicontinuous operators if considered between
these Banach spaces:

oy oz = BO) = B0), Fay ey B(0) — P(O), i, = P(H) — B(D).
Since i,, maps the subspace L2(H) C %B(h) onto L2(H) C ‘ﬁ(b), the space
L?(H) is a closed subspace of ‘%(f)) In particular, the topology induced on
L?(H) by ‘:Il}(b) is equal to the topology induced by the L?(H)-norm.

We can now establish the existence of limits.

3.9 Proposition. Assume that the general Hamiltonian § satisfies the asymp-
totic conditions (Aa—1) and (Baa), and let xg € I.. Then the limits

! . ® e . .
Ragysy i= M Rz, Ragsy = UM Kpy oz, b, = lim i, (3.9)
fl:'_’5+ $—>S+ "E_‘5+
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exist in the operator norm. We have

() —2 (1) (3.10)
B) —— = ()

The map kg5, is an isometric isomorphism of ‘B(h) onto itself, and its action

s given by linearity and

o, (£:0,0,0) = (£ ( /

Rag,ss (05 &,0,00) = (05,0, x),

N n;Hf+/:0(uj o Hf) 0),

0

"%5130,8+ (07 07 Ek, 0) - ( - Xmor’uk — XAzo (Uk: - mio)y (h£2,8+)JA 017 €k, 0)

where we set

k+j+1 7
hw"’S+ = —— E wy vy 1 E Wil v;0
= k+y+1 l l 2 k+j+1-171
l=j+1 =1

The maps is, : ‘l?(b) — ‘i(b) and Kag.s, %fﬂo (h) — %(b) act as follows

is, (f3E,N ) f+z>\lnl,£ «

=0

Faps (fi8.0) = (5i(6+ [ ojms

To A—1 A—1
+/ (nj—m;“’)*H(f—Z)\zm +Z)\ :vo,8+ ] O,OC)
o =0 =0

where A are the unique coefficients so that f — ZlAzgl Ao xaz, € L2 (H).

Proof. Letting = tend to s; in the formulae describing the action of &4, 5, it
follows that the limit (3.9) exists in the strong operator topology and is given by
the asserted formulae. Strong convergence also implies that &, , is isometric,

and hence injective.
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In order to show convergence in the operator norm, we compute

(’%900,54r - ’%wo,a:)(f; 0,0, 0)

- (0; (/j(uj - m]"‘?)*Her/

0 [ea

(’%xo,er - ’%xo,x)(o; E,, 0, (X) =0,

o S

X\ * * A-1
(v; — ) Hf+/ nij)jZO,O,()),

("%$07S+ - l%wo,ai)(o; 07 €k, O) = ( - (X:vol')nk - X(zo,z)mi) — Xzo (Uk - mz)v
k+j+1

1
(=3 2 @iy =i (zo)1)
I=j+1

19 . A—1
T3 ;wlzgijﬂ—l(leo — 1oy ($0)1))j=0 ,070)-

It follows, with the help of (3.2), that lim, s, [|fazq,s. — Rao,z| = 0, where || - ||
is a norm that is compatible with the indefinite inner product on P(h). The
surjectivity of iz, s, is obvious.

From the definition of i/, and (3.2) we immediately obtain that i,, :=
lim,_,s, i, exists in the operator norm and acts as

A—1

fa (6N a) = (F+ ) Mors&,a).

k=0

Clearly, is, is bijective. Finally, existence of the limit lim, ., Rag,» and com-
mutativity of (3.10) follow since for each x € I

® e o o1
Rgg,x = bz © Rgg,a © on .

The form of Ky, s, follows from taking the strong limit in Lemma 3.2. Q

3.10 Corollary. We have lim,_.,, fez’” = I with respect to the operator norm.
In particular,
lim h;f* =0, 0<kj<A-1.

T—S4

Proof. By (3.8), we have

Kovo = Regx © Koy zey  T1,%2,2 €14, o1 <20 < .

Letting @ — sy, gives Ky, s, = Ray,s, ORay mys 1€ Kay s, ORg ) 40

= Ray,s, - Since

Ry s, is boundedly invertible and ||fg, .|| = ||, || = 1, we may pass to the
limit 9 — s; and obtain
. o o . 01 o . o -1 _
im Ry, s, = Fzy s, 0 Hm (R ,,) = Fey s, 0 im Ay 0,)  =1.
T2—>S4 T2—S4 T2—S4

The asserted limit relation for hﬁf* follows immediately taking into account
the formula for &, s, (0;0, €x;0). a

We can use the isomorphisms iy, s, and Kg,,s, to transport boundary triples.
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3.11 Definition. Let h be a singular indefinite Hamiltonian (of the form 1.3
with sup Iy = s;) which satisfies the asymptotic conditions (Aa_1) and (Baa),
and choose a base point xg € 1. Set

T(h) = (’%zo,s+ X’%wo,u)fwo(b)a F(h) = ((’%zo,gu X’%wo,u) X idca )Fwo(b)

On the linear space ‘%(f)) define an inner product by

—1

[F.G]:=[r, . F.R, . G, FGep),

To,S4+ To,S4

where the inner product on the right-hand side is the one in ‘ff?xo(h), and set

@

T()) := (Rugss, XRags ) Tao(0), T(0) := ((Rag.s, X Rags, ) X ids )T (B) -
/
The triples
B(h) == (P(b), T(), T(h)) and B(h) := (P(h), T(h), T(h))
B(

are, by definition, boundary triples isomorphic to B(h). It follows immediately

from (3.8) and (3.10) that the boundary triples
on the choice of the base point xg, and that

h) and 53( h) do not depend

@

T(0) = (is, xis,)T(0), T() = ((is, xis,) x ides )T(H).

c. The zyp-independent description of %(f))

The following description of the relations %(b) and f‘(f)) is the main result of
this section.

3.12 Theorem. Let h) be a general Hamiltonian (of the form 1.3 with sup I} =
s+ ), and assume that § satisfies the asymptotic conditions (Ax_1) and (Baa).
Then, for each k € {0,...,A —2}, the limit

[ := lim (70k+1($)*<]m2(99)+/

—
T S+ o

X

(o — m”,j)*HmZ)

exists in R.

Let F = (f;&, ) and G = (g;1, B) be elements of ‘%(h), and let X and u be
the unique coefficients with

A-1 A-1
F=Y_NoeL*(H), g—> v €L*H
=0 =0
Then (F;G) € T(h) if and only if
(Z) (f;g) € TA,max(H);
(#) for each k € {0,...,A — 2} we have

1 1
Sk = 1h+1 + 5 A0 Dk + pa— (§DA+k+1 - [k)
{0k+1(s_)2f(5_)1, (s—, o) not indivisible,

0, (s—,0) indivisible;
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(#i1) the limit

[Fg = lim (UA(a?)*J(f(x) - i (z) — MA—lmZ(Cﬁ))

T—S4

D&
+
cﬁ
(=3
D> *
=
~~
Q
|
ML
L
=
3
~8
N—
N———

+,UA—1/ (oa—1 —wx_;)"Hwo

exists in R, and we have

1 ol /817 0 > 07

a1 =lpa+ ¢ g MDipa—1+ pa—1Doaq —
9 0 5— 0
=0 ) o )

{UA(S)Qf(S)h (s—,0) not indivisible,
0,

(s—, o) indivisible;

(i) if (s—,0) is not indivisible, then

A—

H

Dy
=0

l\DM—

No =

(v) if 6> 0, then
Bj—i-la j=1...,0-1,
o = —pia—1bs—jy1 + 0

N

In this case,
f(s=), (s—,0) not indivisible,

0(F;G) = Al
( ) (770 + %2}\1_0 /ilDl>7 (s_,0) indivisible.
0

We have mul%(h) # {0} if and only if H starts with an indivisible interval at
s_. In this case, when sg € (s_, o] denotes the right endpoint of the mazimal in-
divisible interval with left endpoint s_, ¢ denotes its type, and | := f:f tr H(t) dt

its length, we have

span{( (€pxase; (—0g(s_)alsin ¢)]4:_01, 0))}, so < 0,
span{( (0; 50,0))}, So = o.
Proof. In the proof we use Theorem 2.15. To this end note that, for any x € I
and arbitrary elements (f; &, «) € B(h), we have

?'%I,L(f;a,oc):(f;(é‘j—/san/ v —w}) H(f - Zkzmz
—ZAh“+J o )

mul%(h) = {

(3.11)
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where X are the unique coefficients with f — ZZAZBI No; € L2(H).
Step 1: w.lo.g. (F;G) satisfies (i) and (v).

Let F = (f;&,«),G = (g;n,B) € %( ) be given. By the definition of ib’(f)), we
have (F;G) € %(f)) if and only if (¥, ;F, R, ;G) € %w(b) The relation (3.11)

and Theorem 2.15 (i), (v) show that, under the assumption that (F;G) € %(h),
the present conditions (i) and (v) hold. This implies that, for the proof of the
present theorem, we may assume from the start that (F; G) satisfies (¢) and (v).

Note that the condition (¢) implies that pup = Agy1, K = 0,...,A — 2, cf.
Corollary 2.10.

Step 2: computation of the conditions (i1)—(iv) in Theorem 2.15.

Let F,G € ‘%(h) and p, A be as in the formulation of the theorem. Moreover,
let x € 1. We will show that the conditions (i7)—(iv) in Theorem 2.15 for the

element (K, 9+F, nr s, G) read as follows:

(#i5) for each k=0,...,A —2 we have

1 1
Sk = Mk+1 + 5/\0d‘}§ + iﬂAfle-&-k
{t’oi_~_1((9)2f(ts)17 (s—, o) not indivisible,

0, (s—, o) indivisible,
A-1 A-1 A-1
_ UkJrl ( )‘lml ) + Z )\lhlxk’SJr _ Z Mlhi}:ﬁ
=0 1=0 1=0

x

t o (— o (2)" IR (@) + / (0 — wf)" Hw )

o

(i4is) A1 O
1 . . ﬁl) o > 0,
Enc1= = E ANdi a1+ pa—1dia 4 — .
2 0 =0
1=0 0=

g

+0a (@) (F() = Y- Awf (@) — pa-1wi (@)
l

Il
=)

A—-1

x xr
+pa-1 / (ba—1 —WA_;) " Hw} +/ UZH<9 - Msz)
7 8- 1=0
A—1

+/ DA 1Hf+z)‘lhlA 1

1=0
{mZ(S)Qf(S)l, (s—, o) not indivisible,
0,

(s, o) indivisible;

(iv,) if (s—, o) is not indivisible, then

e

—1

st
no = f(s-)1 — Mldf-k/ voHg —vo(z +Zuzh“+~
T

N =

l

I
=)
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Let us start with condition (ii,). Plugging the respective expressions (3.11) for

Ry, I and i'%;qu into Theorem 2.15 (ii) we obtain

Sy T A—1
gk:/ n,:Hf+/ (v, — i) H(f - Z)\lml + ) Nh
x

1=0
Sy x A—1 A—1
+ nk+1*/ 0.1 Hyg */ (041 — m‘}?+1)*H(9 Z Hito; ) Z ﬂlhiﬂl
x o = =

1 1
+ §MA—1d2+k + iAOdi +wip f(2)h

i 1 (s-)2f(s-)1, (s-,0) not indivisible,
0, (s_,0) indivisible,

sS4 sS4 T A—1
= 77k+1*(/ vy Hg */ UZHf) - </(Uk+1 wiy) H (g — Z puoy’)
xr xr o

1=
A-1 "

x
. / (o5, — mz)*H(f -3 i - uAlmZ)> + MA,I/ (0 — 10%)* Hro%
x,s ].
+ Z Nhy** Z phy i + >\0dk +5Ha- 1dA 4, + wigr f2)

w7, (s—)2f(s-)1, (s—,0) not indivisible,
_{ k+1( )2( )1 ( ) (3'12)

0, (s—,0) indivisible.

The abstract Green’s identity applied to the pairs

(f;g)a (Uk+1; Uk) S Tmax(HmP)

yields
8+ * S+ * *
/ oii1Hg / OLH f = vy (2)° T f ()

and applied to the pairs (remember that pup = Agy1, ¥ = 0,...,A — 2, and
w?, :=0)

( Z)\lmz —HA-1WA; g Zuz%) (0k41 =105 1505 —105) € Tinax(H|(0,2)),

k=0,...,A—2,
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it gives

A—-1

T x A—1
/(Uk+1 — i, ) H(g—) i) / (o — mi)*H(f - Ay — NAqmwA)
g =0 g =0
A—1
~(or1(2) = Wiy (@) T (F(@) =D Ao (@) = a1 (o)
=0
A—1
(o1 (@) I (@) =D Mwof (2)— 1A (@) + Wi (2)" T () - (313)
— %/_/
=0 :u:_'_lf(m)l

Putting this all together we obtain (ii,).

Next we show the correspondence of (iii,) and Theorem 2.15 (i4¢). Plugging
(3.11) into Theorem 2.15 (4i7) gives

St z A—1 A—1
o= [ oaLHI+ [ (ean—wh ) H(F-Y ) + Y AR
x e 1=0 =0

’ €T O\ k x 1 xr xr ﬂl’ 6 > 07
+/ (wR)*H(g—) i)+ 3 MNdiya—1 + pa-1dia_q — .
S 1=0 1=0 0, 0=0,
wh (s_)2f(s-)1, (s—,0) not indivisible,
T wif(z) —
0, (s—,0) indivisible.

Let va be a function as in Lemma 3.7 (i4); then we can apply (3.13) also with
k = A — 1. Using this we obtain (#ii,).
Finally, we plug (3.11) into Theorem 2.15 (iv), and obtain

sy - A-1 A-1
770—/ U*Hg—/ (vo —w§)*H(9— > umf) byt
v (00— wg)* Z -

which is exactly (iv,).

Step 8: (F;G) € T(h) = (i) — (iv).
For each = € I the pair (k,;, F;r 5, G) belongs to i’x(f)) Hence the con-
ditions (iiy)—(ivy) are satisfied for all z € I, and we may pass to the limit
T — S4.

Lemma 3.7 (v) and Corollary 3.10 imply that the terms in the third line
of (ii,) tend to 0. The expressions in the first line tend to the corresponding
expressions in (i), cf. (3.4). We conclude that the limit

x

Jim MA,l(—nkH(a:)*ng(x)Jr/ (o —wp) Hwg)  (3.14)

N
T—S4 o

exists and that (é¢) will hold once the existence of the limit [; is established.

This, however, follows at once from (3.14) since %(f)) certainly does contain
elements with ua_1 # 0.
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Let us next consider (i4i,). Since, for z¢ € I, the elements va_1Xg,r and
fXxzor both belong to L?(H,,r), we have

s+

lim oA Hf=0.

z—=st J,.

Together with Corollary 3.10 this shows that the terms in the fourth line of
(iii,) tend to 0. By (3.4), the terms in the first line approach the corresponding
terms in (4i7). The expression in the last line does not depend on x. It follows
that the limit [p ¢ exists and that the formula (¢¢) holds.
Finally, let us consider (iv,). Since for zg € Iy, fXzr and vgX.,e belong to
dom Tipax (Hyor ), we have
lim vo(z)*Jf(x) =0,

TSy

cf. [HSW, Theorem 3.6]. This together with considerations as above show that
the right-hand side of (iv,) converges to the right-hand side of (iv).
Step 4: (i) — (iv) = (F;G) € T(b).
For each z € I, we define elements F,,G, € ‘%(h) as F, == (f;&%, «) and
Gy = (g;n®, B), where

. right-hand side of (iv;), (s—,o) not indivisible,

o =
o, (s—, o) indivisible,

ng i=mng, k=1,...,A—1,

¢ {right—hand side of (i), k=0,...,A—2
k=

right-hand side of (iii;), k=A—1.

Then, by Theorem 2.15 and Step 2, the pair (n;)lerFx;n;éJer) belongs to
%m(b), and hence (Fy;Gy) € %(b) However, as we saw in Step 3, the right-
hand sides of (ii,)—(iv;) tend to the right-hand sides of (i7)—(iv) for z — sy.
Thus

lim F,=F, lm G,=G,

T—S4 T—S4

and we conclude that (F;G) € %(f)) since %(h) is a closed linear relation.

Step 5: boundary values.
Let (F;G) € T(h) be given, and let 2 € I;. Then

fn‘(F;G):fj‘I(nf1 Fir, L G)

54t Vs
f(s=), (s—, o) not indivisible,
y N (3.15)
<770 Ff@h 3 Xy md; >7 (s_, o) indivisible,
Ao
where
sy A1
e = mno — / voHg — Z il
@ 1=0
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If (s_, o) is not indivisible, we are already done. Consider the case when (s_, o)
is indivisible. Since fx.,r and vgXz,r both belong to dom Ty (Hy,r) for some
o € 14, we have

lim f(x); = lim vo(z)*Jf(x)=0.

T—S4 T—S4

Hence passing to the limit in (3.15) gives the desired formula.

Step 6: multi-valued part.

We have (0;G) € mulT(h) if and only if (O;i?;;JrG) € mulT,(h). However,
if (0;G) € mul im’z(h), then by the form of G given in Theorem 2.15 we have
i‘%x73+é = G. Hence, mul%(h) = mul%x(f)). |

3.13 Remark. Under slightly stronger assumptions on the asymptotics of h, the
limits appearing in Theorem 3.12 can be computed: assume that b satisfies
(Aa) and (Baa). Then, with the notation of Theorem 3.12, we have

=0, k=0,...,A—-2.

Moreover, if (F;G) € %(h), then

A—-1

S+
[RG = / U*AH(Q — Z )\lnl) .

- =0

The first relation follows from Lemma 3.7 (v) and (3.2). For the sec-
ond relation note in addition that vaXxy, € domTmax(Hz,r) and hence
lim, s, va(z)*J f(x) =0. /

Appendix A. Splitting of the model for an ele-
mentary indefinite Hamiltonian h5*

In this appendix we derive some formulae connected with the splitting of an
indefinite Hamiltonian. Although we need the formulae in the case that the
splitting point is to the right of the singularity, we first derive them for the
case that the splitting point is to the left and then apply an order-reversing
reparameterization. This is because the formulae we use from [KW2] are for the
former case.

Let b5t = (H;6,bj;d;" ;) be an elementary indefinite Hamiltonian of kind
(A) defined on (s—,0) U (g,5), let s € I, and let by = (H;é,bs;d; ;) be
the elementary indefinite Hamiltonian obtained by splitting hs* at sg. Then,

by §2.2, §2.3 and Remark 2.4, we have the isomorphism
Fiso,s— @ L?(Hasy) [F]B(035) — PB(h3*).
Let
s Po3) — L2(H) [H (C2 +C2) [+] €7,
0 B03) — L2 (Hogr) [H](CHHC2) [H] C°
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be the respective isomorphisms constructed in (IV.4.10). By
(f+z)— (£;0,0,0) 4+ 3ta, f€ L*(Hay,), x € P(hZ),

the map ¢5¢ extends naturally to an isomorphism of L%(Hx,,) [+] B(has) onto
L?(H) [+] (C* 4 CA) [+] C? which again will be denoted by 57 .
The isomorphisms ¢5° and ¢5) can be used to transport Kso,s_: denote by

Kso,s_ the map defined by

Rsg,s_

L2(Has, ) [+H] B (b55) PB(hsT) (A1)

s St
L9(J)rl \LLS

L2(H) [+] (C2 4 C#) [+] C° — L*(H) [+] (C* + C2) [+] C°

Rsg,s_

Our aim in the present section is to give explicit formulae for the action of

.
Rsg,s_ -

Explicit form of the splitting isomorphism [KW2, §7].
Let bt and b5, where sy € (s_,a) is not an inner point of an indivisible
interval, be given as above. Let to}" i and ;' denote the unique absolutely

continuous functions defined on [s, s¢]\ {o} and [sg,s4] \ {o}, respectively,
with values in C? such that (k € N)

(w*,) = JHw* D k=1 (mjz,k)/:JHm:;,k—p

S—,

s 0 s 0

mst,() = <1>a mS;O = (1>7

S+ S+ 0 + S+ 0
ms,,k<s->,ms,,k<s+>espan{ b w0l i) e span{ ()]

L € LA(H), k>A, Wi, € L*(Her), k> A

§77

. . S
For notational convenience, we set wi* | =w.f | =0.
- :

A.1 Remark. The functions " o &+ K € No, are a priori only defined on [s, 4]\
{o}. However, on the interval [so7 ), they are of the form

Wt (x Zwk —j (X[SO, )(2))(%‘)7 T € [s0,0),

with some sequence w; € R, wy = 1, and where 7 acts as
xT
If:/ JHf, x € [s0,0).
S0

Since H is also defined on (s_, sg), each function mi;k admits a natural con-
tinuation to [s_,s+]\ {o}. Apparently, the relations

S+ ! _ S+
(mSO,k) =JHw_ ', ,, kEN,

hold also on the bigger set (s_,s4) \ {o}. /
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We know from Lemma IV.3.12 that there exist unique real numbers A; such
that

0. () ==t (x) — gty Z)\k j (X[s_,a) (é))(x), z € [s0,0),

where B is the operator constructed in (IV.2.22). The numbers A; are in fact
given by
Mo =07 (s2)1 =~ (s-)1. k€ No.

It will be practical to have the following extension of the abstract Green’s iden-
tity available.

A.2 Remark. Let (P, T,T) be a boundary triple in the sense of Definition IV.2.7.
Let n € N and

foroifus Gov-ign €P, O, ays B By €C
be such that

((F5s i) (a5509)), ((95:95-1); (B7365)) €T, j=1,....m
Then

n n

[vagn fnago Z 'n+1 j ; _Z( :+17j)*Ja;_. (AQ)

j=1 j=1

This relation is obtained from taking the sum of the equalities
[fi=1s nv1-5] = [f5s Gn—3] = By j) Jog — ( :4-1—]‘)*]04;7

for j =1,. /
The deﬁnltlon of the parameters d’ +k of b3, in [KW2, p. 8121 and Proposi-
tion 7.8] reads as

dif,k = di;,k + [07°7 . po] — Akt1, k€ Ny, (A.3)

where pg is defined in [KW2, p. 759]. It is essential for our present purposes to
give a more explicit relation between d;* ; and dg/ ;.

A.3 Proposition. We have

k+1
dz, = So, ZmSO htl—j S() m (50) k EN().

Proof. According to Proposition IV.4.7, we have

. 1 s
B’ (X[s,a) <0)> = mst,j-&-l( )2

-1 k—1

0" po] = Mgl (5= )a =D w3 (s )imlt i (s5-)s
=0

and hence

S

I
o

I
M= .
g

z;r,k-f—l—j (57)1‘“2:]' (5-)2-

j=1
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Hence

[ SO)S?’pO >\k+1 _sto,k+1 —7 S— )1m?_r,j(8*)2
= —sto b1 (52) TSt (s0)
k+1

= _Z S(J k41— ] )*szt,j(‘s*)

) k+1

%

==Y it i(s0) T3 (s0)
7=0

k41 k41
== Zmj:,kﬂ—j(so)**]mi,j(30) =- sto jp1—5(S0)2 ;" (s0)1-
Jj=1 j=1

The equality sign marked with (x) is obtained from Remark A.2 applied to the
elements

0,007 gy 0" g5 00050 o000y € LP(Hog, ).
a
Now we are in position to prove formulae for kg, s_.
A.4 Proposition. The action of ks, s_ is determined by linearity and
S0 (e
. 50,8
e (10,00 = (75 [ iy Hs @3y 00)
S
’%8073— (07 Ev? 07 OC) = (07 E,, 07 06)7
/%so,s_ (07 Oa €k, 0) = < Xsot0 XSOF’DSU’Si;
k+j+1 J
1 1 A—1
(5 D e spa—i(s0)2100" (so) §sto,kﬂ+1 1(50)2107" 1 (s0)1 );:o’
l=j+1 1=1

Ek,()).

Proof. The construction of ks, in [KW2, §7] was carried out in a two-step

46



procedure according to the following diagram:

L*(H)
Lz(HSOP) X
L?(Hss,) X X = (CA x C»)
(CA x CA) x C° X
(Cé
Ly w
ran P; ran P Ksgs_
PrN_ L*H) /P L*(H)
X X
(CA x C») = (CA x C»)
X X
(Cé (Cb'

where the notation of [KW2, §7] is used. The second formula in the present
assertion is apparent, since we have

@ (05,0, 00) = (0; &, 0, o),
P(0;€,0,00) = (0;€,0, ).

The first formula is also easy to see: from Lemma IV.7.1 and the proof of
Proposition IV.4.14 we obtain

g

Pa(rs ([ s+ @y o)

s— 0

B eh \kgr A1
= (s ([ 02 DT 0.0) = 1o )
Using P = I — P; and the definition (IV.7.2) of @, it follows that

P(f;(/:O(mjﬁj)*HH/g(ajms)*Hf)f_‘ol,o,o)

— S0

= (e s ([ @ H)210.0) = @ £:0,0.0),

S0

Together we obtain the first formula of the present assertion.
We come to the proof of the last asserted formula. By the definition (IV.7.2)
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of w and the formulae in Remark IV.7.5, we have

. 1 -
@(0:0,e,0) = w (i) = (0 (5055 1) 10 0,0)
. 1

Pl o)~ (01 () 500

A 1 A-1 S0,5— | 80,8— A-1
P(o (3457 sers) o ,sk,O) P(ako (3 mal) 2 ,070)
1

- (o (34 0e) 0 0 0)

;5 — A—1
= ( - X"Isomzt,k - XSOVDZO ° 5 (&ﬂj)jzo y €k O)
where

1 so N _
15 = (@0 ey~ i) = [ (D) HRY = 0
S—

S0
+ / (mij’j)*HaZ"’si
S

By Proposition A.3 we have

1 1 k+j+1
s s s
_§(dst,k+j - ds:,k:-‘rj) = 5 Z ms;k—i-]—i-l l(SO)Qm ( 0)
=1

Remark A.2 applied to the functions

s+ S+ Sy 2
W s Ot e e L2 (H (6 )

S0 S0 S0
[z - [ e = [l ),

1 1
= Zmi—,j-&-l—l( =) Jm:;,k-&-l( -) - Zmzt,j+1—l(50)*‘]mz§,k+l(50)~
=1 =1

Moreover, as we saw in the proof of Lemma IV.7.7, and by (A.3)

S0,5—

[0},

S0,85—

,pjl = ak+j »Po +Zm§+ Jolx;ll 1(5-)

S4 S4 . S4 80,85 —
= A3 ey = A gy Mg+ )0 (50)200 55 (s
=1

50,5—

S+ S Sy +
=d7 ey~ gkt — W ka1 (8 Zm a0 (s

S+ + 50,8~
= A7 ekt Zm —)2rop (s )
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Hence we obtain

j+1
1 J

€y = i(dzt,kﬂ so,k+J (Zm T it1— (s2)° Jmso ICEy

Jj+1
- Z mi,jﬂ1(30)*J‘U§§,k+1(30))

=1

St 80,5
- <ds_,k+j so,kJrj Zm 2mk+]+1 l( )1)

-
1 S S X S S
= _§(dsf,k+j - ds:,kﬂ‘) - st+,a+1 ()7 Jms:,w(s—)
=1
J+1 J
- Z mzf,j+17l(50)1mz§,k+l(50)2 + Z mif,l( )Qmso,k+J+1 CE
1=1 1=0
1 k+j+1 J
S
=3 Z W 1 (S0)2r0 " Z o rima(s0)10st i (s0)2
1=1 =1
1 k+j+1 1 J
S S
= 5 Z ms;;k—‘rj—‘rl l(SO)Qm (80)1 - 5 st;r,k+j+1 l(S())zm ( 0)1 .
I=j+1 1=1
Now the relations
Py( = Xasot — Xsor 03" (ﬁkj)f:_ol, e, 0) =0,
P( X(.ISU X‘ior)ok (fk])JA—_Olv €k, 0)
= (= XasoM05" o = Xsor 00 3 (€k5) 50" €8 0)
show the third formula of the proposition. ¥

Splitting to the right of o.

Of course, similar considerations can be made when the splitting point sg be-
longs to I instead of I_. As noted in Remark IV.7.9, the isomorphism s, s,
can be constructed using the previous case sg € I_ and an order-reversing repa-
rameterization. In order to obtain explicit formulae, we have to carry out this
argument in some more detail.

A.5 Definition. Let h be an elementary indefinite Hamiltonian of kind (A)
which is given by the data H, 6,b;,d; and where H is defined on [s_, o) U(0o, s4].

Define an elementary indefinite Hamiltonian E of kind (A) on the interval
[-54+,—0) U (—0,—s_] as the collection of data

anf)
=
Il
ha
|
=
Q:1
o
S

b= (—1)%7b;,  dji= (—1)d;.
/
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—

By Lemma IV.5.19, there exists an isomorphism between J(h) and JB(h) which

—

transfers T'(h) to —T'(h) and reverses boundary values. More precisely, working
in terms of the isomorphic copies %(f)) and %(b), it is easy to see that the map

o —

Ko: P(h) — B(h) defined as
Bo: (fiEA @) = (F(=); (=1)7&)550 (1)) 55 (178 )iy
is an isomorphism and has the property
((F3G): (a;0) €T(0) <= ((iy Fi— &y G); (bia)) € T(D).

If H is a positive definite regular Hamiltonian defined on an interval (s_, sy ),
then
(1) = H(-t)

is a positive definite regular Hamiltonian defined on the interval (—s;,—s_).
The map
kg: f— f(=1)

—

is an isomorphism of L?(H) onto L?(h) and satisfies
((F;G); (a;b)) € T(H) <= ((ku F;— R G); (b;a)) € T(H),

cf. Lemma IV.2.6.

These order-reversing isomorphisms are compatible with the pasting of
boundary triples: let h be an elementary indefinite Hamiltonian of kind (A)
defined on [s_, o) U (0, so], and let H be a positive definite regular Hamiltonian
defined on (sg, s4). Then the map ky g which is defined as

EKLH: F@ff—)EH fe Ef) F

is an isomorphism of B(h) & L2(H) onto L2(H) ® P(h), and we have

o

(Fo f;G®g);(a;b) eT(h) WI'(H) —
((Ro.rr (F @ f);— ko (G@g)); (bia)) € D(H)WI(h)

Now we are ready to describe the splitting isomorphism for splitting to the
right of the singularity. Functions mjﬂ i are defined correspondingly, and we

set 0;0°F = mz:k - ng,k' Moreover, let hs° = (Has,;0,b53d° ;) be the
elementary indefinite Hamiltonian obtained by splitting b5+ at so, and let Rs sy
be the isomorphism of L?(H)[+] (C* +C?)[+]C® onto itself defined by the
diagram corresponding to (A.1).

A.6 Proposition. Let hst = (H;0, bj;diij) be an elementary indefinite
Hamiltonian defined on [s—,0) U (0,s4], and let so € Iy. With the notation
described above, the numbers dsz and dioﬂk are related as follows:

k+1

S0 _ g5+ S0 S+
ds_,k - ds_,k - Z ms_,k+1—j(50)2ms_,j(50)17 k € No.
Jj=1

50



The action of the map R, s, 15 given by linearity and

Fiso,sy (£30,0,0) = (f;(/S+(mz+,j)*Hf+/:O(OS"’”) Hf)] =0 0)

S0

’%so,s+ (07 En 0, (X) = (Oa Ev? 0, (X)

o . _ S+ 50,84,
K:so,s+ (Oa 07 €k, O) - <_Xsol"ms7k - X‘TSQDk )

1k+J+l A—1
(75 Z s k+j+1l— (s0)2m0, 1(so)1+ 5 stf k+j+1- (s0)210¢! a(so)n >j*0’
I=j+1 l 1 B

Ek70>a

Proof. Define elementary indefinite Hamiltonians of kind (A) by

h_5, = (H;6,(—1)°7b;;d”%, ),
U:ZJ = (H—50V§67( )o ]b]’dfs() ])
where

d_07 = (—1)’“dif,k»

—sp,k T
k+1
— s —s_ —s_
d—so k= d +,k + E :m—s() k+1— ] SO)Qm—s+,j(_SO)1 .

Then, apparently, f):zjr =hst, and f):z; is just the Hamiltonian which appears

in the splitting of b:zjr at the point —sg according to the previous subsection,
cf. Proposition A.3. Moreover, since we have

o S () = (—DFwlt (<), wTi L (8) = (=), (—t), (A.4)

—S4, s—, —50, s—,

and thus also 9, *" ¥ (t) = (—1)kDZO’S+(—t), we see that

S
h_s =3 -

It follows that we have isomorphisms

s
59 Hyop

P(h) @ L2 (Hyyr) —

L*(Ha-s) @PBO°3) == PO — BOIF).
Moreover, their composition

FimRy e ORsg s 0 R0 g,
o

satisfies

(s ) < (id x id)) (P(53° ) 6 T (Heyr)) = T(03").
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Putting together the formulae for Eb::;’ K—sg,—s_, and Ehﬁ‘l,Hsow’ as given in

their definition and in Proposition A.4, and keeping in mind the relations (A.4),
a straightforward calculation yields that x = ks, s, as defined in the statement
of the present proposition. a

Transitivity of splitting isomorphisms.

Let an elementary indefinite Hamiltonian b3 = (H; 6, b;; dzij) of kind (A) be
given, and assume that sp and s; with o < s¢p < s; < s; are both not inner
points of indivisible intervals. From Proposition A.6 we obtain numbers d3° ;
and dji,j, and isomorphisms k4, s, and ks, ., . Applying Proposition A.6 with
the Hamiltonian h3' and the splitting point sy we get a Hamiltonian h3° with
corresponding parameters d® . and an isomorphism kg, s,. Altogether, we find

5.
ourselves in the following situation:

‘43(~§‘l) X L2(H‘(50781)) Kag,aq Xid ) 9
L ox —————P(h31) x L*(H|(s,,5,))
L7(H|(s1.54))
Rsy,sy
P(h30 ) x L*(H|(s,5,)) pU(ay

Ksg.sq
A.7 Proposition. In the situation described above, we have
~So — SO . _
bs, - hs, and ’%51,S+ ° (550,81 X ld) - ’%8073+

Proof. This statement can be deduced easily from Proposition IV.5.18, when
one slightly changes the point of view. Define h5* by specifying parameters

k+1

At =d > W (50)25" S (s0)1 -
=0

Then Proposition A.6 furnishes us with an isomorphism

Rso,sy ‘43(630,) X LQ(H|(so,s+)) - ‘B(Eif)

From the formulae in Proposition A.6 it is apparent that &g, s, = ks,,s,. Thus

(Ksy,5, ©(Ksg,s, Xid)o I{;){s+ ;id) is an isomorphism between the boundary triples

B(hs*) and B(hs*). By Proposition IV.5.18 and its proof it follows that

d:fk = dZ:k, Ksy,sy © (Ksg,s; X 1d) 0 /1;0175+ =id.
The equality sz . = d. . clearly implies that also Jio_ e =2 . |
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