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Abstract
We consider a class of fragmentation equations in which the distribution of daughter particles formed when a parent particle fragments is governed by a homogeneous function. A systematic procedure is presented for constructing a space of distributions in which initial-value problems involving singular initial conditions can be analysed. This procedure makes use of results on sun dual semigroups and equicontinuous semigroups on locally convex spaces. Explicit solutions are obtained for the the case when the fragmentation processes are governed by power-law kernels and have monodisperse initial conditions modelled by Dirac delta distributions. Rigorous justification is thereby provided for results obtained more formally by Ziff and McGrady.
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1 Introduction
In this paper we continue our investigations into the initial-value problem

\[
\frac{\partial}{\partial t} u(x, t) = -a(x)u(x, t) + \int_x^\infty r \left( \frac{x}{y} \right) a(y)u(y, t) \frac{dy}{y} \quad (1.1)
\]

\[
u(x, 0) = u_0(x).
\quad (1.2)
\]

Problems of this type arise as mathematical models of fragmentation processes in which \(u(x, t)\) is interpreted as the density of particles of mass \(x\) at time \(t\). The terms on the right-hand side of (1.1)
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represent, respectively, the loss of particles of mass \( x \) due to their break-up into smaller particles and the gain in particles of mass \( x \) due to the fragmentation of particles of masses \( y > x \). The distribution of particles of mass \( x \) produced when a particle of mass \( y \) fragments is governed by the function \( r(x/y)/y \). This “homogeneous” form corresponds to the assumption that the distribution of daughter particles is determined by the ratio daughter mass/parent mass.

We are interested in the case when the initial condition (1.2) involves a distribution, such as \( u_0(x) = \delta(x - \ell) \) for some \( \ell > 0 \), where \( \delta \) is the Dirac delta. In fragmentation processes, mono-disperse initial conditions are modelled using delta functionals of this form, and some explicit solutions of the resulting initial-value problems have been obtained for particular functions \( r \) by Ziff and McGrady in [1]-[3]. As the approach used by Ziff and McGrady is based on formal arguments in which the Dirac delta is treated as a classical function, our primary objective here is to develop a mathematically rigorous method that can be used effectively in the analysis of fragmentation equations involving non-classical initial data.

Following [4, Chapter 8], we aim to recast (1.1)-(1.2) as an abstract Cauchy problem (ACP) of the form

\[
\frac{d}{dt} u(t) = K u(t) \quad (t > 0); \quad u(0) = u_0,
\]

where \( K \) is an appropriately-defined operator realisation of the mapping

\[
\phi(x) \rightarrow -a(x)\phi(x) + \int_x^\infty r \left( \frac{x}{y} \right) a(y)\phi(y) \frac{dy}{y}, \quad x > 0.
\]

However, instead of the usual setting of the Banach space \( L_1(\mathbb{R}_+, x \, dx) \) that is adopted in [4], the ACP will be studied in suitable spaces of test-functions and their duals.

Of particular interest is the case when the functions \( a \) and \( r \) appearing in (1.1) have the form

\[
a(x) = x^{\alpha+1}, \quad r(x) = (\nu + 2)x^\nu \quad (x > 0)
\]

where \( \alpha \) and \( \nu \) are real constants. This power law case has been studied by Ziff and McGrady [1]-[3] and is also discussed in [4, Chapter 8]. In [5] we examined the special case \( \alpha = -1 \) for which the corresponding operator \( K \) in (1.3) (denoted by \( A \) in [5]) is bounded in the space \( L_1(\mathbb{R}_+, x \, dx) \). However, when \( \alpha > -1 \), we lose boundedness and the theory becomes more complicated. Difficulties arise because the adjoint semigroup of the \( C_0 \)-semigroup \( \{S_K(t)\}_{t \geq 0} \) generated by \( K \) need not be strongly continuous. One way to overcome this is to use the theory of sun duals (equivalently known as semigroup duals) and sun dual semigroups and this is the approach we shall adopt below.

In Section 2 we present some theory related to the (non-reflexive) space \( L_1(\mathbb{R}_+, x \, dx) \) which we shall require in the sequel. Sections 3 and 4 are concerned with relevant spaces of test-functions.
and the corresponding generalised functions, respectively. Finally, in Section 5, we establish the main results concerning the appropriate distributional version of the ACP (1.3) when \(a\) and \(r\) are given by (1.4).

## 2 Existence and Uniqueness Results in \(L_1(\mathbb{R}_+, x \, dx)\)

As in [5], we let

\[
X = L_1(\mathbb{R}_+, x \, dx) := \{ \phi : \|\phi\|_X := \int_0^\infty x |\phi(x)| \, dx < \infty \}.
\]  

(2.1)

Adopting the notation used in [4], we introduce operators \(A\) and \(B\) defined in \(X\) by

\[
(A\phi)(x) := -a(x)\phi(x), \quad D(A) := \{ \phi \in X : a\phi \in X \},
\]

(2.2)

\[
(B\phi)(x) := \int_x^\infty r \left( \frac{x}{y} \right) a(y)\phi(y) \frac{dy}{y}, \quad D(B) := D(A).
\]

(2.3)

The non-negative functions \(a\) and \(r\), defined on \(\mathbb{R}_+\), are required to satisfy the following conditions:

\[
\text{(C.1)} \quad \limsup_{x \to 0^+} a(x) < \infty; \quad \text{(C.2)} \quad \int_0^1 x r(x) \, dx = 1.
\]

In what follows, it is convenient to express the operator \(B\) as the composition \(-RA\), where

\[
(R\phi)(x) := \int_x^\infty r \left( \frac{x}{y} \right) \phi(y) \frac{dy}{y}, \quad \phi \in X.
\]

(2.4)

Condition (C.2) ensures that \(R \in B(X)\) with \(\|R\|_{B(X)} = 1\).

**Theorem 2.1** Let \(K = A + B\), where \(A + B\) denotes the closure of the operator \((A + B, D(A))\). Then \(K\) is the infinitesimal generator of a positive semigroup \(\{S_K(t)\}_{t \geq 0}\) of isometries on \(X\). Therefore the ACP

\[
\frac{d}{dt} u(t) = Ku(t) \quad (t > 0); \quad u(0) = u_0,
\]

(2.5)

has a unique non-negative, strongly continuously differentiable solution \(u : [0, \infty) \to D(K)\) for all non-negative \(u_0 \in D(K)\), given by

\[
u(t) = S_K(t)u_0, \quad t \geq 0.
\]

(2.6)

Moreover \(\|u(t)\|_X = \|u_0\|_X\) for all \(t \geq 0\).

**Proof** See [4, Theorems 8.3 and 8.5].
In the case when the function $a$ is given by $a(x) = x^{\alpha+1}$, where $\alpha \geq -1$, it is also possible to establish an analogous result for the ACP

$$\frac{d}{dt}u(t) = Au(t) + Bu(t) \ (t > 0); \quad u(0) = u_0 \in D(A).$$

(2.7)

Once again, the unique solution is given by (2.6), as it can be shown that $D(A)$ is invariant under $S_K(t)$ for all $t > 0$. Details can be found in [6, Example 6.4].

We recall from [5] that the dual space of $X$ can be identified with the Banach space $Y$ given by

$$Y := \{ \psi : \psi \text{ is measurable on } \mathbb{R}_+ \text{ and } \|\psi\|_Y < \infty \}$$

(2.8)

where

$$\|\psi\|_Y = \text{ess sup}_{x \in \mathbb{R}_+} \frac{1}{x} |\psi(x)| = \left\| \frac{1}{x} \psi(x) \right\|_\infty,$$

(2.9)

and the duality pairing is given by

$$(\psi, \phi) = \int_0^\infty \psi(x) \phi(x) \, dx \quad (\psi \in Y, \ \phi \in X).$$

(2.10)

Each operator $S_K(t)$ in (2.6) has a unique adjoint $S_K^*(t)$ on $Y$ with respect to the duality (2.10), satisfying

$$(S_K^*(t)\psi, \phi) = (\psi, S_K(t)\phi) \ (\psi \in Y, \ \phi \in X, \ t \geq 0).$$

(2.11)

It is straightforward to check that $\{S_K(t)\}_{t \geq 0}$ is a semigroup on $Y$. However, since $X$ is not a reflexive Banach space, we cannot deduce that this adjoint semigroup is strongly continuous. To overcome this problem, we shall invoke the theory of sun duals; see [7, Section 2.6].

**Definition 2.2**

(i) The sun dual of $X$ with respect to $K$ is the set

$$X^\odot(K) := \{ \psi \in Y : S_K^*(t)\psi \to \psi \text{ in } Y \text{ as } t \to 0^+ \}.$$  

(2.12)

(ii) For each $t \geq 0$, the operator $S_K^\odot(t)$ is defined to be the restriction of $S_K^*(t)$ to the ($S_K^*(t)$-invariant) subspace $X^\odot(K)$.

**Theorem 2.3** The family $\{S_K^\odot(t)\}_{t \geq 0}$ forms a contraction semigroup on the Banach space $X^\odot(K)$. Moreover,

$$X^\odot(K) = \overline{D(K^*)}.$$  

(2.13)
Proof From [7, Section 2.6], $X^\odot(K)$ is a Banach space, (2.13) holds and $\{S_K^\odot(t)\}_{t \geq 0}$ is a strongly continuous semigroup. Finally, since $S_K(t)$ is an isometry,

$$\| S_K^\odot(t) \|_{X^\odot(K)} \leq \| S_K(t) \|_{X^*} = \| S_K(t) \|_X = 1.$$  

Let $K^\odot$ denote the infinitesimal generator of $\{S_K^\odot(t)\}_{t \geq 0}$. Then, by [7, p.63], $K^\odot$ is the part of $K^*$ in $X^\odot(K)$. Now consider the operator $A + B$ defined on $D(A + B) := D(A)$ via (2.2) and (2.3). By [7, p.65], the operator $A$ is the infinitesimal generator of a $C_0$-semigroup on $X$, and therefore

$$\overline{D(A + B)} = \overline{D(A)} = X.$$  

Consequently, $(A + B)^*$ is a well-defined operator in $Y$. Moreover, as $K = \overline{(A + B)}$ (by Theorem 2.1), it follows that $K^* = (A + B)^*$ and so $K^\odot = (A + B)^\odot$, where the latter is the part of $(A + B)^*$ in $X^\odot(K)$; i.e.

$$D(K^\odot) = D((A + B)^\odot) = \{ \psi \in D((A + B)^*) : (A + B)^* \psi \in X^\odot(K) \}$$

and

$$K^\odot \psi = (A + B)^\odot \psi = (A + B)^* \psi, \quad \psi \in D(K^\odot). \quad (2.14)$$

The following result provides a useful representation of $(A + B)^*$.

**Theorem 2.4** As operators on $Y$,

$$(A + B)^* = A^*(I - R^*), \quad (2.15)$$

where $R^*$ is the adjoint of the operator $R \in B(X)$ given by (2.4).

**Proof** Let $\phi \in D(K)$ and $\psi \in D((A + B)^*)$. Then

$$(\psi, K \phi) = ((A + B)^* \psi, \phi) = ((I - R)A)^* \psi, \phi).$$

Since $(I - R) \in B(X)$, standard results on adjoints lead to

$$(A + B)^* = [(I - R)A]^* = A^*(I - R)^* = A^*(I - R^*).$$  

■

**Corollary 2.5** The semigroup dual of $X$ with respect to $S_K(t)$ satisfies the equation

$$X^\odot(K) = D(A^*(I - R^*))$$. 
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Proof As $K^* = (A + B)^*$, the result follows by using (2.15) in (2.13).

Theorem 2.6 The ACP

$$\frac{d}{dt} u(t) = (A + B)^* u(t) \quad (t > 0); \quad u(0) = u_0,$$

has a unique strongly continuously differentiable solution for all $u_0 \in D(K^\odot)$ given by

$$u(t) = S^\odot_K(t) u_0 \quad (t \geq 0).$$

Proof By Theorem 2.3, we know that the family of operators $\{S^\odot_K(t)\}_{t \geq 0}$ forms a contractive $C_0$-semigroup on $X^\odot(K)$. Further, $K^\odot$ is the infinitesimal generator of $\{S^\odot_K(t)\}_{t \geq 0}$, where, by the previous discussion, $K^\odot$ is the part of $(A + B)^*$ in $X^\odot(K)$. Hence, the operators $(A + B)^*$ and $K^\odot$ are identical on $D(K^\odot)$ and the result then follows from [7, p.145].

3 Test-Functions

We now introduce a space of test-functions upon which, under appropriate conditions, the family of operators $\{S^\odot_K(t)\}_{t \geq 0}$ is equicontinuous and a corresponding family of restrictions is a semigroup of class $C_0$. We shall use the same space $Z$ as in [5], whose definition we recall for convenience. As usual, $\delta$ will denote the differential operator defined by

$$(\delta \psi)(x) = x \psi'(x) \quad (x > 0).$$

Definition 3.1

(i) The set $Z$ is defined by

$$Z = \left\{ \psi \in C^\infty(\mathbb{R}_+) : \delta^k \psi \in Y \: \text{for} \: k = 0, 1, 2, \ldots \right\}. \quad (3.2)$$

(ii) For each $k = 0, 1, 2, \ldots$, define $\gamma_k$ and $\beta_k$ on $Z$ by

$$\gamma_k(\psi) = \|x^{-1}(\delta^k \psi)\|_\infty = \|\delta^k \psi\|_Y, \quad \beta_k(\psi) = \|x^{-1}(x^k D^k \psi)\|_\infty = \|x^k D^k \psi\|_Y, \quad (3.3)$$

where $\| \cdot \|_Y$ is defined in (2.9).

It can be shown (see [5, Lemma 3.3]) that the families $\{\gamma_k\}_{k=0}^\infty$ and $\{\beta_k\}_{k=0}^\infty$ are countable multinorms on $Z$ (in the sense of [8, Section 1.6]) and generate equivalent topologies with respect to which $Z$ is a Fréchet space.
Remark 3.2 Let $Z'$ be the dual space of $Z$ equipped with the weak*-topology and let $\langle f, \psi \rangle$ denote the scalar onto which $\psi \in Z$ is mapped by $f \in Z'$. Then the space $X$ can be imbedded in $Z'$ via the mapping $\phi \rightarrow \tilde{\phi}$ where

$$\langle \tilde{\phi}, \psi \rangle = \int_0^\infty \psi(x) \phi(x) \, dx \quad (\phi \in X, \, \psi \in Z).$$

(3.4)

However, $Z'$ also contains singular generalised functions such as $\delta(x-\ell) = \delta_\ell (\ell > 0)$ defined by

$$\langle \delta_\ell, \psi \rangle = \psi(\ell) \quad (\psi \in Z).$$

(3.5)

The distributional ACPs studied below will have initial conditions belonging to $Z'$.

We make the following assumption on the semigroup $\{S^*_K(t)\}_{t \geq 0}$.

(C.3) For all $t \geq 0$ and for each $i \in \mathbb{N}_0$, there exists $A_i > 0$ independent of $t$ such that

$$\beta_i(S^*_K(t)\psi) \leq A_i \sum_{r=0}^i \beta_r(\psi) \quad \forall \psi \in Z,$$

(3.6)

where $\beta_k$ is defined in (3.3).

Theorem 3.3 If the semigroup $\{S^*_K(t)\}_{t \geq 0}$ satisfies (C.3), then $S^*_K(t) \in \mathcal{L}(Z)$ (the vector space of continuous linear operators on $Z$) for each $t \geq 0$, and $\{S^*_K(t)\}_{t \geq 0}$ is equicontinuous in $t$ on $Z$.

Proof Let $\{S^*_K(t)\}_{t \geq 0}$ satisfy (C.3). By [8, p.26], $S^*_K(t) \in \mathcal{L}(Z)$ for each $t \geq 0$. Moreover, for $\psi \in Z$ and $t \geq 0$,

$$\beta_i(S^*_K(t)\psi) \leq A_i \sum_{r=0}^i \beta_r(\psi) \leq (i+1)A_i \max_{0 \leq r \leq i} [\beta_r(\psi)] =: \alpha_i(\psi).$$

By [8, p.8], $\alpha_i$ is a continuous seminorm on $Z$. Hence, $\{S^*_K(t)\}_{t \geq 0}$ is equicontinuous in $t$ on $Z$; see [9, p.234].

Definition 3.4 We define the test-function semigroup dual of $X$ with respect to $\{S_K(t)\}_{t \geq 0}$, denoted by $Z(K)$, to be the linear subspace of $Z$ on which $S^*_K(t)$ is strongly continuous with respect to $t$, i.e.

$$Z(K) := \{\psi \in Z : S^*_K(t)\psi \rightarrow \psi \text{ in } Z \text{ as } t \rightarrow 0^+\}.$$  

(3.7)

By the construction of $Z(K)$ and by the definition of $X^{\odot}(K)$,

$$Z(K) \subset X^{\odot}(K) = \overline{D(K^*)} = \overline{D((A+B)^*)}.$$
We now establish the basic properties of the space $Z(K)$ and analyse the behaviour of the operators $S^*_K(t)$ on $Z(K)$.

**Theorem 3.5** The space $Z(K)$ is complete and so is a Fréchet space.

**Proof** Let $\{\psi_n\} \subset Z(K)$ be a Cauchy sequence. By the completeness of $Z$, there exists $\psi \in Z$ such that $\psi_n \to \psi$ in $Z$ as $n \to \infty$. Now, for each $i \in \mathbb{N}_0$,

\[
\beta_i(S^*_K(t)\psi - \psi) \\
\leq \beta_i(S^*_K(t)(\psi - \psi_n)) + \beta_i(S^*_K(t)\psi_n - \psi_n) + \beta_i(\psi_n - \psi) \\
\leq A_i \sum_{r=0}^{i} \beta_r(\psi - \psi_n) + \beta_i(S^*_K(t)\psi_n - \psi_n) + \beta_i(\psi_n - \psi)
\]

by (3.6). For any $\epsilon > 0$, choose $n = N$ sufficiently large so that

\[
\beta_r(\psi - \psi_N) < \epsilon \quad \forall r = 0, 1, 2, \ldots, i.
\]

For this choice of $N$, choose $t = t_0$ sufficiently small so that

\[
\beta_i(S^*_K(t)\psi_N - \psi_N) < \epsilon \quad \text{for } 0 < t \leq t_0.
\]

Now, for this choice of $N$ and $t_0$,

\[
\beta_i(S^*_K(t)\psi - \psi) \leq [(i+1)A_i + 2] \epsilon \quad \text{for } 0 < t \leq t_0.
\]

Hence,

\[
\lim_{t \to 0^+} \beta_i(S^*_K(t)\psi - \psi) = 0.
\]

Therefore, $\psi \in Z(K)$ proving that $Z(K)$ is a complete countably multinormed space and hence a Fréchet space. ■

**Theorem 3.6**

(i) For each $t \geq 0$, the operator $S^*_K(t)$ leaves $Z(K)$ invariant, i.e. $S^*_K(t) \in \mathcal{L}(Z(K))$.

(ii) The family of operators $\{S^*_K(t)\}_{t \geq 0}$ is equicontinuous in $t$ on $Z(K)$.

**Proof**

(i) By Theorem 3.3, we know that $S^*_K(t) \in \mathcal{L}(Z(K), Z)$. Moreover, for any $t \geq 0$ and $\psi \in Z(K)$,

\[
\lim_{s \to 0^+} \{S^*_K(s)S^*_K(t)\psi - S^*_K(t)\psi\} = S^*_K(t) \lim_{s \to 0^+} [S^*_K(s)\psi - \psi] = 0.
\]

Hence $S^*_K(t)$ leaves $Z(K)$ invariant.
Definition 3.7  For each \( t \geq 0 \), let
\[
S^x_K(t) := S^x(t)_{|Z(K)} = S^\odot_K(t)_{|Z(K)}.
\]  
(3.8)

Theorem 3.8  The family \( \{S^x_K(t)\}_{t \geq 0} \) is an equicontinuous semigroup of class \( C_0 \) on \( Z(K) \).

Proof  By Theorem 3.6(i), \( S^x_K(t) \in \mathcal{L}(Z(K)) \) for each \( t \geq 0 \). The semigroup properties of \( \{S^x_K(t)\}_{t \geq 0} \) are inherited from those of \( \{S^\odot_K(t)\}_{t \geq 0} \) on \( Y \), which contains \( Z(K) \), with strong continuity being immediate from the definition of \( Z(K) \). Equicontinuity follows from Theorem 3.6(ii).

Theorem 3.9  Let \( K^x \) denote the infinitesimal generator of \( \{S^x_K(t)\}_{t \geq 0} \) on \( Z(K) \). Then \( K^x \) is the part of \( (A + B)^* \) in \( Z(K) \), i.e.
\[
D(K^x) := \{ \psi \in D((A + B)^*) \cap Z(K) : (A + B)^* \psi \in Z(K) \},
\]
and
\[
K^x \psi := (A + B)^* \psi, \quad \psi \in D(K^x).
\]

Proof  By Theorem 2.3, \( \{S^\odot_K(t)\}_{t \geq 0} \) is contractive on \( X^\odot(K) \). Further, \( Z(K) \hookrightarrow X^\odot(K) \). Since \( K^\odot \) is the infinitesimal generator of \( \{S^\odot_K(t)\}_{t \geq 0} \), it follows that if \( K_1 \) is the operator defined by
\[
D(K_1) := \{ \psi \in D(K^\odot) \cap Z(K) : K^\odot \psi \in Z(K) \},
\]
with
\[
K_1 \psi := K^\odot \psi, \quad \psi \in D(K_1),
\]
then \( K_1 \) is the maximal operator on \( Z(K) \) induced by \( K^\odot \). Therefore,
\[
K^x : Z(K) \supset D(K^x) \rightarrow Z(K)
\]
is a restriction of \( K_1 \). Since \( \{S^\odot_K(t)\}_{t \geq 0} \) is contractive, we know that
\[
R(\lambda, K^\odot) := (\lambda I - K^\odot)^{-1} \in B(X^\odot(K)) \quad \text{for all } \lambda > 0.
\]
Also, from [10, p. 165], the equicontinuity of \( \{S^x_K(t)\}_{t \geq 0} \) on \( Z(K) \) leads to
\[
R(\lambda, K^x) \in \mathcal{L}(Z(K)) \quad \text{for all } \lambda > 0,
\]
with

\[ R(\lambda, K^\times)\psi = \int_0^\infty e^{-\lambda t} S_K^\times(t)\psi \, dt = \int_0^\infty e^{-\lambda t} S_K^\circ(t)\psi \, dt = R(\lambda, K^\circ)\psi, \quad \text{for all } \psi \in Z(K). \]

For \( \psi \in D(K_1) \),

\[ \psi = R(\lambda, K^\circ)(\lambda I - K^\circ)\psi = R(\lambda, K^\circ)\eta, \]

where \( \eta := (\lambda I - K^\circ)\psi \in Z(K) \). Now

\[ \psi = R(\lambda, K^\circ)\eta = R(\lambda, K^\times)\eta \]

and hence \( \psi \in D(K^\times) \). Therefore \( K_1 = K^\times \) and the result follows since \( K_1 \) is the part of \( K^\circ \) in \( Z(K) \) and, from (2.14), \( K^\circ = (A + B)^\circ \).

Note that the previous theorem shows that the operators \( K^\times \) and \((A+B)^*\) are identical on \( D(K^\times) \).

**Corollary 3.10** The operator \( S_K^\times(t) \) leaves \( D(K^\times) \) invariant and \( \overline{D(K^\times)} = Z(K) \). Further, for each \( t > 0 \) and \( \psi \in D(K^\times) \),

\[ \frac{d}{dt} S_K^\times(t)\psi = S_K^\times(t)K^\times\psi = K^\times S_K^\times(t)\psi. \]

**Proof** Since \( K^\times \) is the infinitesimal generator of \( \{S_K^\times(t)\}_{t \geq 0} \) on \( Z(K) \), the results follow from [9, pp.237-240].

**Theorem 3.11** The ACP

\[ \frac{d}{dt} u(t) = (A + B)^*u(t) \quad (t > 0); \quad u(0) = u_0, \]

has a unique strongly continuously differentiable solution for all \( u_0 \in D(K^\times) \) given by

\[ u(t) = S_K^\times(t)u_0 \quad (t \geq 0). \]

**Proof** From Theorem 3.8, \( \{S_K^\times(t)\}_{t \geq 0} \) is an equicontinuous semigroup of class \( C_0 \) on \( Z(K) \), with infinitesimal generator \( K^\times \), and so \( u(t) = S_K^\times(t)u_0 \) is the unique strongly continuously differentiable solution of the ACP

\[ \frac{d}{dt} u(t) = K^\times u(t) \quad (t > 0); \quad u(0) = u_0 \in D(K^\times); \]

see [11, Theorem 2.2.37] for details. The result now follows immediately since \( K^\times \) and \((A+B)^*\) are identical on \( D(K^\times) \).
4 Generalised Functions

The space $Z'(K)$ is the set of all continuous linear functionals on $Z(K)$ equipped with the weak*-topology. By [8, p.21], and Theorem 3.5, $Z'(K)$ is sequentially complete. By standard results, the operator $\tilde{S}_K(t)$ satisfying
\[
\langle \tilde{S}_K(t)f, \psi \rangle = \langle f, S_K^*(t)\psi \rangle \quad \text{for all } f \in Z'(K), \psi \in Z(K),
\] (4.1)
is the unique operator adjoint to $S_K^*(t)$. Similarly, the unique operator adjoint to $K^*$ is the operator $\tilde{K}$ satisfying
\[
\langle \tilde{K}f, \psi \rangle = \langle f, K^*\psi \rangle \quad \text{for all } f \in D(\tilde{K}), \psi \in D(K^*),
\] where
\[
D(\tilde{K}) := \{ f \in Z'(K) : \exists g \in Z'(K) \text{ such that } \langle g, \psi \rangle = \langle f, K^*\psi \rangle \forall \psi \in D(K^*) \}. \quad (4.2)
\]
It follows from Theorem 3.9 that
\[
\langle \tilde{K}f, \psi \rangle = \langle f, (A + B)^*\psi \rangle \quad \text{for all } f \in D(\tilde{K}), \psi \in D(K^*). \quad (4.3)
\]

As indicated earlier, each function $\phi \in X$ can be associated with a functional $\tilde{\phi} \in Z'(K)$ that is defined by (3.4). Consequently, if $\phi \in D(A + B) = D(A)$ and $\eta = (A + B)\phi \in X$, then, for all $\psi \in Z(K),$
\[
\langle \tilde{\eta}, \psi \rangle = (\psi, (A + B)\phi) = ((A + B)^*\psi, \phi) = \langle \tilde{\phi}, (A + B)^*\psi \rangle = \langle \tilde{K}\tilde{\phi}, \psi \rangle,
\]
showing that we can interpret $\tilde{K}$ as an extension of the operator $A + B$ to the space $Z'(K)$.

Theorem 4.1 The family $\{\tilde{S}_K(t)\}_{t \geq 0}$ is a weak*-continuous semigroup of linear operators on $Z'(K)$ having $\tilde{K}$ as its weak*-infinitesimal generator. Moreover, each $\tilde{S}_K(t)$ leaves $D(\tilde{K})$ invariant and, for each $t > 0$ and $f \in D(\tilde{K})$,
\[
\frac{d}{dt} \tilde{S}_K(t)f = \tilde{S}_K(t)\tilde{K}f = \tilde{K}\tilde{S}_K(t)f.
\]

Proof The results follow from Theorem 3.8 and [12, pp.262-3]. ■

Corollary 4.2 The ACP
\[
\frac{d}{dt} \tilde{u}(t) = \tilde{K}\tilde{u}(t) \quad (t > 0); \quad \tilde{u}(0) = u_0, \quad (4.4)
\]
has a unique weak*-continuously differentiable solution for all $u_0 \in D(\tilde{K})$ given by
\[
\tilde{u}(t) = \tilde{S}_K(t)u_0, \quad (t \geq 0).
\]
Proof This can be deduced by applying analogous arguments to those used to establish [5, Corollary 3.13].

We construct the distributional extension $\tilde{K}$ of $A + B$ with the intention of solving (4.4) when $u_0 = \delta_\ell (= \delta(x - \ell))$. To obtain a unique strong solution $\tilde{u}$ with respect to the topology on $Z'(K)$, we require that $\delta_\ell \in D(\tilde{K})$. In order to show this, we consider the multiplication operator $A$ defined in $X$ by (2.2). As $A$ is the infinitesimal generator of a $C_0$-semigroup $\{S_A(t)\}_{t \geq 0}$ of contractions on $X$, we can apply some of the theory of sun duals and the framework developed in the previous section to the operator $A$. Note that

$$(S_A(t)\phi)(x) = e^{-a(x)t}\phi(x) \quad \text{for } t \geq 0, \phi \in X \text{ and a.a. } x > 0.$$  

By [13, p.167], the operator $S_A^*(t)$ satisfying

$$(S_A^*(t)\psi, \phi) = (\psi, S_A(t)\phi) \quad \text{for all } \phi \in X, \psi \in Y,$$  

(4.5)

where $(\cdot, \cdot)$ is the duality defined by (2.10), is the unique operator adjoint to $S_A(t)$. Similarly, the maximal operator $A^*$ satisfying

$$(A^*\psi, \phi) = (\psi, A\phi) \quad \text{for all } \phi \in D(A), \psi \in D(A^*),$$  

(4.6)

is the unique operator adjoint to $A$. Routine calculations can be used to show that

$$(A^*\psi)(x) = -a(x)\psi(x) \text{ for a.a. } x > 0 \text{ and } \psi \in D(A^*),$$  

(4.7)

$$D(A^*) = \{\psi \in Y : a\psi \in Y\},$$  

(4.8)

$$(S_A^*(t)\psi)(x) = e^{-a(x)t}\psi(x) \quad \text{for } t \geq 0, \psi \in Y \text{ and a.a. } x > 0.\quad (4.9)$$

The semigroup dual of $X$ with respect to $A$, denoted by $X^\odot(A)$, is given by

$$X^\odot(A) = \{\psi \in Y : \lim_{t \to 0^+} S_A^*(t)\psi = \psi \text{ in } Y\}.$$  

Similarly to Definition 2.2(ii), let

$$S_A^\odot(t) = S_A^*(t)|_{X^\odot(A)}.$$  

Then $\{S_A^\odot(t)\}_{t \geq 0}$ is a contractive $C_0$-semigroup on the Banach space $X^\odot(A)$ and

$$X^\odot(A) = \overline{D(A^*)}.\quad (4.10)$$

Also, if $A^\odot$ denotes the infinitesimal generator of $\{S_A^\odot(t)\}_{t \geq 0}$ on $X^\odot(A)$, then $A^\odot$ is the part of $A^*$ in $X^\odot(A)$.

We are now in a position to address the problem of whether $\delta_\ell$ lies in $D(\tilde{K})$. 
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Theorem 4.3  The functional $\delta_\ell \in D(\tilde{K})$.

Proof  Recall from (4.2) that

$$D(\tilde{K}) := \{ f \in Z'(K) : \exists g \in Z'(K) \text{ such that } \langle g, \psi \rangle = \langle f, K^x \psi \rangle \ \forall \psi \in D(K^x) \},$$

and let $\psi \in K^x$. By definition,

$$\langle \delta_\ell, K^x \psi \rangle = (K^x \psi)(\ell) =: \langle g, \psi \rangle.$$

Now, by Theorems 3.9 and 2.4,

$$K^x \psi = (A + B)^* \psi = A^* \psi - A^* R^* \psi, \ \forall \psi \in D(K^x).$$

Therefore,

$$\langle g, \psi \rangle = -a(\ell)\psi(\ell) + a(\ell)(R^* \psi)(\ell).$$

Now, it can be shown that $R^* \in \mathcal{L}(Z(K), Z)$ and therefore $R^* \psi \in Z$ for each $\psi \in Z(K)$. Hence $g$ is a well-defined linear functional on $Z(K)$. Also, if $\psi_n \to 0$ in $Z(K)$ then $R^* \psi_n \to 0$ in $Z$ and so $(R^* \psi_n)(x) \to 0$ pointwise for all $x > 0$. Moreover,

$$\psi_n \to 0 \text{ in } Z(K) \Rightarrow x\psi_n(x) \to 0 \Rightarrow \psi_n(x) \to 0 \text{ (pointwise for all } x > 0).$$

Hence, for each fixed $\ell > 0$,

$$\langle g, \psi_n \rangle = -a(\ell)\psi_n(\ell) + a(\ell)(R^* \psi_n)(\ell) \to 0 \text{ as } n \to \infty.$$ 

It follows that $g$ is continuous on $Z(K)$ and therefore, by definition, $\delta_\ell \in D(\tilde{K})$.

Corollary 4.4  If $u_0 = \delta_\ell$ in (4.4), then the unique weak*-continuously differentiable solution $\tilde{u}$ of (4.4) for all $t \geq 0$ is given by $\tilde{u}(t) = \tilde{S}_K(t)\delta_\ell$.

Proof  The result follows immediately from Corollary 4.2 and Theorem 4.3.

5  A Particular Case

We consider the particular case of (2.2) and (2.3) for which

$$a(x) = x^{\alpha+1}, \quad r(x) = (\nu + 2)x^{\nu} \ (x > 0) \quad (5.1)$$
where
\[ \alpha > -1, \quad -2 < \nu \leq 0. \]  
(5.2)
The condition \( \nu \leq 0 \) is found in [3] and is imposed here in view of the analysis which follows. The operator \( A + B \) is therefore defined by
\[
(A\phi)(x) + (B\phi)(x) = -x^{\alpha+1}\phi(x) + (\nu + 2) \int_x^\infty \left( \frac{x}{y} \right)^\nu y^\alpha \phi(y) \, dy,
\]
(5.3)
\[
D(A) = D(B) := \{ \phi \in X : \int_0^\infty x^{\alpha+2} |\phi(x)| \, dx < \infty \}.
\]
(5.4)
In contrast to the situation when \( \alpha = -1 \) studied in [5] where the corresponding operator \( A + B \) is bounded on \( X \), the natural domain, \( D(A) \cap D(B) = D(A) \) of the expression in (5.3) is a proper subspace of \( X \) and the resulting operator is not bounded.

Clearly conditions (C.1) and (C.2) are satisfied when \( a \) and \( r \) are given by (5.1) and therefore it only remains to verify that condition (C.3) also holds in this case. Fortunately, the semigroup generated by the closure \( K \) of the operator \( A + B \) defined via (5.3) and (5.4) is given explicitly by
\[
(S_K(t)\phi)(x) := e^{-x^{\alpha+1}t}\phi(x) + e^{-x^{\alpha+1}t}(\nu + 2)t \int_x^\infty \left( \frac{x}{y} \right)^\nu 1_F_1 \left( 1 - \gamma; 2; t(x^{\alpha+1} - y^{\alpha+1}) \right) y^\alpha \phi(y) \, dy
\]
(5.5)
for all \( \phi \in X, t \geq 0 \) and \( a.a. \ x > 0 \), where \( 1_F_1 \) denotes the confluent hypergeometric function and
\[ \gamma = \frac{\nu + 2}{\alpha + 1}; \]
(5.6)
see [14, Corollary 4.8]. A routine calculation involving Kummer’s transformation then shows that
\[
(S_K^*(t)\psi)(x) := e^{-x^{\alpha+1}t}\psi(x) + e^{-x^{\alpha+1}t}(\nu + 2)t \int_0^x \left( \frac{y}{x} \right)^{\nu - \alpha} 1_F_1 \left( 1 + \gamma; 2; t(x^{\alpha+1} - y^{\alpha+1}) \right) y^\alpha \psi(y) \, dy
\]
(5.7)
for all \( \psi \in Y, t \geq 0 \) and \( a.a. \ x > 0 \).

To simplify the calculations involved in verifying (C.3) for the semigroup defined via (5.7), it is convenient to use the operator \( W \) defined on \( Y \) by
\[
(W\psi)(x) := x^{(\nu - \alpha)/(\alpha + 1)}\psi(x^{1/(\alpha + 1)}), \quad \psi \in Y.
\]
(5.8)
This operator is an isometric isomorphism from \( Y \) onto the Banach space \( Y_\gamma \) given by
\[
Y_\gamma = \{ \eta : \eta \text{ is measurable on } \mathbb{R}_+ \text{ and } ||\eta||_{Y_\gamma} < \infty \},
\]
(5.9)
where
\[ \|\eta\|_{Y_{\gamma}} := \text{ess sup}_{x \in \mathbb{R}_+} x^{1-\gamma} |\eta(x)| = \|x^{1-\gamma} \eta(x)\|_{\infty}. \]  (5.10)

Note that the conditions imposed on \(\alpha\) and \(\nu\) ensure that \(\gamma > 0\). Moreover, \(Y_2 = Y\). The inverse of \(W\) is given by
\[ (W^{-1} \eta)(x) := x^{\alpha-\nu} \eta(x^{\alpha+1}), \quad \eta \in Y_{\gamma}. \]  (5.11)

If we now define
\[ T_{\gamma}(t) \eta := W S_K^*(t) W^{-1} \eta, \quad \eta \in Y_{\gamma}, \]
then it follows that \(\{T_{\gamma}(t)\}_{t \geq 0}\) is a semigroup of linear operators on \(Y_{\gamma}\), and, from (5.7), (5.8) and (5.11),
\[ (T_{\gamma}(t) \eta)(x) := e^{-xt} \eta(x) + \gamma t e^{-xt} \int_0^x \frac{1}{1} F_1 (1 + \gamma; 2; t(x-y)) \eta(y) dy. \]  (5.12)

The advantage of working with (5.12), instead of (5.7), is that only one parameter is involved instead of two, and also awkward powers of \(x\) and \(y\) have been eliminated.

To make further progress, we must verify that the semigroup \(\{T_{\gamma}(t)\}_{t \geq 0}\) satisfies an inequality akin to (3.6) on an appropriately defined space of test-functions \(Z_{\gamma}\). In the following definition, \(\delta\) will again denote the differential operator \(x d/dx\).

**Definition 5.1**

(i) The set \(Z_{\gamma}\) is defined by
\[ Z_{\gamma} = \left\{ \eta \in C^\infty(\mathbb{R}_+) : \delta^k \eta \in Y_{\gamma} \text{ for } k = 0, 1, 2, \ldots \right\}. \]  (5.13)

(ii) For each \(k = 0, 1, 2, \ldots\), define \(\alpha^\gamma_k\) and \(\beta^\gamma_k\) on \(Z_{\gamma}\) by
\[ \alpha^\gamma_k(\eta) = \|x^{1-\gamma} (\delta^k \eta)\|_{\infty} = \|\delta^k \eta\|_{Y_{\gamma}}, \quad \beta^\gamma_k(\eta) = \|x^{1-\gamma} (x^k D^k \eta)\|_{\infty} = \|x^k D^k \eta\|_{Y_{\gamma}}. \]  (5.14)

It can be shown that the families \(\{\alpha^\gamma_k\}_{k=0}^\infty\) and \(\{\beta^\gamma_k\}_{k=0}^\infty\) are countable multinorms on \(Z_{\gamma}\) and generate equivalent topologies with respect to which \(Z_{\gamma}\) is a Fréchet space. Note also that \(Z_2 = Z\).

**Lemma 5.2** Under the conditions (5.2), \(W\) is homeomorphism from \(Z\) onto \(Z_{\gamma}\).

**Proof** We have already observed that \(W\) is an isometric isomorphism from \(Y\) onto \(Y_{\gamma}\). We now observe that, for each \(k \in \mathbb{N}\),
\[ \delta^k(W \psi) = W[(\alpha + 1)^{-1}(\delta - (\alpha - \nu))^k \psi], \quad \forall \psi \in Z, \]  (5.15)
and
\[ \delta^k(W^{-1} \eta) = W^{-1}[(\alpha + 1)\delta + (\alpha - \nu)]^k \eta, \quad \forall \eta \in Z_\gamma. \] (5.16)

The result then follows from Definitions 3.1 and 5.1.

Lemma 5.3 For each \( n \in \mathbb{N}_0 \) and for \( \eta \in Z_\gamma \),
\[ \beta_n^\gamma(T_\gamma(t)\eta) \leq \sum_{r=0}^{n} d_r \beta_r^\gamma(\eta), \] (5.17)
where \( d_r \) \((r = 0, 1, \ldots, n)\) are constants independent of \( t \).

Proof Differentiating the second term in (5.12) gives
\[
\begin{align*}
\frac{d}{dx} & \left( te^{-xt} \int_0^x 1F_1 (1 + \gamma; 2; t(x - y)) \eta(y) dy \right) \\
& = \frac{d}{dx} \left( t \int_0^x 1F_1 (1 - \gamma; 2; t(y - x)) e^{-yt} \eta(y) dy \right) \\
& = te^{-xt} \eta(x) - \frac{t^2}{2} (1 - \gamma) \int_0^x 1F_1 (2 - \gamma; 3; t(y - x)) e^{-yt} \eta(y) dy
\end{align*}
\]

since, by [15, p.254(8)],
\[ \frac{d}{dx} 1F_1(a; b; x) = \frac{a}{b} 1F_1(a + 1; b + 1; x). \]

By induction, for appropriate constants \( a_r, b_r \) and \( c_r \) depending on \( \gamma \),
\[
\begin{align*}
\frac{d^n}{dx^n} & \left( te^{-xt} \int_0^x 1F_1 (1 + \gamma; 2; t(x - y)) \eta(y) dy \right) \\
& = \sum_{r=0}^{n-1} a_r(\gamma)(n-r) e^{-xt} \eta^{(r)}(x) + b_n(\gamma) e^{-xt} \int_0^x 1F_1 (1 - \gamma + n; 2 + n; t(y - x)) e^{-yt} \eta(y) dy \\
& \Rightarrow x^n \frac{d^n}{dx^n} \left( te^{-xt} \int_0^x 1F_1 (1 + \gamma; 2; t(x - y)) \eta(y) dy \right) \\
& = \sum_{r=0}^{n-1} a_r(\gamma)(n-r) e^{-xt} x^r \eta^{(r)}(x) + c_n(\gamma)(n-t) e^{-xt} \int_0^x 1F_1 (1 + \gamma; 2 + n; t(x - y)) \eta(y) dy.
\end{align*}
\]

Now \( y^{n-r}e^{-y} \) is bounded for \( 0 \leq r \leq n \) and \( y \geq 0 \). Hence
\[ \|(xt)^{n-r} e^{-xt} x^r \eta^{(r)}(x)\|_{Y_\gamma} \leq M_r \|x^r \eta^{(r)}(x)\|_{Y_\gamma} \] (5.18)
for some constant \( M_r \) which is independent of \( t \geq 0 \). Also
\[
\frac{|(x^n t e^{-xt})\int_0^t 1 F_1 (1 + \gamma; 2 + n; t(x - y)) \eta(y) dy|}{\int_0^t 1 F_1 (1 + \gamma; 2 + n; t(x - y)) y^{1-\gamma} \eta(y) dy} \\
\leq (x^n t e^{-xt}) \|\eta\|_{V_y} \int_0^1 [x(1 - u)]^{\gamma-1} 1 F_1 (1 + \gamma; 2 + n; txu) u du \\
= (x^n t e^{-xt}) \|\eta\|_{V_y} x^{\gamma} \frac{\Gamma(\gamma)}{\Gamma(\gamma + 1)} 2 F_2 (1, 1 + \gamma; 1 + \gamma, 2 + n; tx) \quad \text{(by \cite[p.807(12)]{16})} \\
= (x^n t e^{-xt}) \|\eta\|_{V_y} x^{\gamma} e^x (xt)^{1-n} \quad \text{by \cite[p.278(3)]{15}} \\
= x^{\gamma-1} b_\gamma \|\eta\|_{V_y} \quad \text{(for some constant } b_\gamma) \text{.}
\]

Hence,
\[
\frac{|(x^n t e^{-xt})\int_0^t 1 F_1 (1 + \gamma; 2 + n; t(x - y)) \eta(y) dy|}{\int_0^t 1 F_1 (1 + \gamma; 2 + n; t(x - y)) y^{1-\gamma} \eta(y) dy} \leq b_\gamma \|\eta\|_{V_y}. \tag{5.19}
\]

Using (5.18) and (5.19) and incorporating the first term in (5.12) gives (5.17). \hfill \blacksquare

We can now establish that \{S_K^*(t)\}_{t \geq 0} satisfies condition (C.3).

**Theorem 5.4** For each \( n \in \mathbb{N}_0 \), there exists a constant \( A_n > 0 \), independent of \( t \geq 0 \) such that
\[
\beta_n (S_K^*(t) \gamma(t) \psi) \leq A_n \sum_{r=0}^n \beta_r(\psi), \quad \forall \psi \in Z. \tag{5.20}
\]

**Proof** This follows immediately from Lemmas 5.3 and 5.2 on using the definitions of the seminorms in (3.3) and (5.14). Notice in particular that the expressions on the right-hand sides of (5.15) and (5.16) involve polynomials in \( \delta \) whose coefficients are independent of \( t \geq 0 \). \hfill \blacksquare

If we now take \( \tilde{K} \) to be the distributional extension (defined via (4.3)) of the specific operator \( A + B \) given by (5.3) and (5.4), then Corollary 4.2 shows that the corresponding ACP
\[
\frac{d}{dt} \tilde{u}(t) = \tilde{K} \tilde{u}(t) \quad (t > 0); \quad \tilde{u}(0) = u_0, \tag{5.21}
\]
has a unique weak*-continuously differentiable solution \( \tilde{u} \) for all \( u_0 \in D(\tilde{K}) \). Moreover,
\[
\tilde{u}(t) = \tilde{S}_K(t) u_0, \quad (t \geq 0),
\]
where \( \tilde{S}_K(t) \) is defined by (4.1).

By Theorem 4.3, the functional \( \delta_\ell \in D(\tilde{K}) \). Hence the unique weak*-continuously differentiable solution \( \tilde{u} \) of (5.21) for all \( t \geq 0 \) when \( u_0 = \delta_\ell \) is given by \( \tilde{u}(t) = \tilde{S}_K(t) \delta_\ell \).
Definition 5.5  For each $-2 < \nu \leq 0$, $\alpha > -1$, $\ell > 0$ and $t > 0$, the function $k_{\nu,\alpha,\ell,t}$ is defined by

$$k_{\nu,\alpha,\ell,t}(x) := (\nu + 2) t^\ell \alpha - \nu e^{-\ell \alpha + 1} H(\ell - x) x^\nu 1_F (1 + \gamma; 2; t^\ell \alpha + 1 - tx^\alpha + 1), x > 0,$$

where $H$ denotes the Heaviside function and $\gamma$ is defined by (5.6).

Lemma 5.6  The function $k_{\nu,\alpha,\ell,t} \in X$ and satisfies

$$\|k_{\nu,\alpha,\ell,t}\|_X \leq \ell \|K_1\|_{\infty}, \text{ where } K_1(x) = xe^{-x} 1_F (1; 2; x).$$

Proof  We have

$$\|k_{\nu,\alpha,\ell,t}\|_X = (\nu + 2) t^\ell \alpha - \nu e^{-\ell \alpha + 1} \int_0^\ell x^\nu 1_F (1 + \gamma; 2; t^\ell \alpha + 1 - tx^\alpha + 1) \, dx$$

$$= (\nu + 2) t^\ell \alpha + 1 e^{-\ell \alpha + 1} \int_0^\ell (x/\ell)^\nu 1_F (1 + \gamma; 2; t^\ell \alpha + 1 - tx^\alpha + 1) \, dx$$

$$= \gamma t^\ell \alpha + 2 e^{-\ell \alpha + 1} \int_0^1 (1 - y) \gamma - 1 1_F (1 + \gamma; 2; t^\ell \alpha + 1 y) \, dy$$

$$= \gamma t^\ell \alpha + 2 e^{-\ell \alpha + 1} \frac{\Gamma(\gamma)}{\Gamma(\gamma + 1)} 2 F_2 (1, 1 + \gamma; 1 + \gamma, 2; t^\ell \alpha + 1) \quad \text{(by [16, p.807(12)])}$$

$$= t^\ell \alpha + 2 e^{-\ell \alpha + 1} 1_F (1; 2; t^\ell \alpha + 1) = \ell K_1(t^\ell \alpha + 1) \quad \text{(by [15, p.278(3)]),}$$

where the function $K_1$ is defined in (5.23). Since $K_1 \in Y$, the result follows.  \[\square\]

Theorem 5.7  Let $k_{\nu,\alpha,\ell,t}$ be defined by (5.22). If $-2 < \nu \leq 0$ and $\alpha > -1$, then

$$\langle \hat{S}_K(t) \delta_t \rangle = e^{-\ell \alpha + 1} \delta_t + \langle \widehat{k_{\nu,\alpha,\ell,t}} \rangle$$

for all $t > 0$. Hence the solution $\hat{u}$ to (5.21) when $u_0 = \delta_t$ is given by

$$\hat{u}(t) = e^{-\ell \alpha + 1} \delta_t + \langle \widehat{k_{\nu,\alpha,\ell,t}} \rangle.$$

Proof  This follows on evaluating $\langle \hat{S}_K(t) \delta_t, \psi \rangle$ for $\psi \in Z(K)$. The calculation is routine and details are omitted.  \[\square\]

The calculations required to prove the previous theorem establish that

$$\hat{S}_K(t) \delta_t = e^{-\ell \alpha + 1} \delta_t$$

$$+ [(\nu + 2) t^\ell \alpha - \nu e^{-\ell \alpha + 1} H(\ell - x) x^\nu 1_F (1 - \gamma; 2; tx^{\alpha + 1} - t^\ell \alpha + 1)].$$

When $\nu = 0$,

$$\langle \hat{S}_K(t) \delta_t \rangle = e^{-\ell \alpha + 1} \delta_t$$

$$+ [2 t^\ell \alpha e^{-\ell \alpha + 1} H(\ell - x) 1_F (\frac{\alpha - 1}{\alpha + 1}; 2; tx^{\alpha + 1} - t^\ell \alpha + 1)].$$
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Formula (5.25) coincides with the solution obtained in [2, p.2515(3)]. Once again, the advantage of our method is that we have obtained (5.25) using rigorous mathematical techniques. Moreover, our solution is valid for $-2 < \nu \leq 0$ and so our result can be regarded as being more general than that given in [2].
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