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Abstract

The interaction between a user and an information
retrieval system can be viewed as a dialogue in which
both participants are trying to interpret the others’
actions in the light of previous experience. The sys-
tem then must try to generate a context in which to
interpret the user’s response to the presented mate-
rial. This notion of context operates on a principle
of relevance. Information that the system believes is
relevant to the user, or that the user has indicated as
relevant will form the basis of the system’s notion of
the context. This paper presents a way of represent-
ing a context that can use both the systems knowl-
edge about itself and the user’s response to generate
a view of the retrieval session.

1 INTRODUCTION

The notion of relevance is central to Information Re-
trieval (IR). The system should return documents it
assesses as being likely to be relevant to a user’s re-
quest. This request traditionally takes the form of a
query. A more interesting concept is that of perti-
nence, [Kem74], a definition based on the utility of
the information contained within the documents to
a particular user with a particular information need.
This relates the relevance of a piece of information to
a user rather than to a topic. Pertinence is a difficult
concept to assess objectively as we have to assume
that information needs can be expressed a priori in
relation to a given database of documents. Also, to
assume that needs will not change in relation to what
the IR system returns, and that what the user already

knows about a particular topic will not affect his as-
sessment of what is pertinent.

Pertinence, however, has a powerful advantage in
the development of system, one which motivates the
work described here. Although it is difficult for a
user to describe what is pertinent, it is easy for her
to demonstrate it. Each time a user chooses a doc-
ument as being of interest he is making a statement
about the pertinence of the document and the martial
contained within the document, [Kem74] [Cam95].
These statements of pertinence may be used to de-
scribe a context within which to describe the user’s
information needs relative to a collection of informa-
tion.

In the rest of this paper I aim to describe how
some of the features of IR, belief revision and a the-
ory of communication, Relevance Theory, can be to
update the system’s model of a collection in the light
of user’s pertinence assessments.

2 RELEVANCE THEORY

The framework proposed here relies heavily on the
communication inherent in the user’s interaction with
the system. The metaphor used here is one of a con-
versation, the system questions the user by present-
ing what it regards as germane to the discussion, the
most relevant documents. The user answers by se-
lecting the most representative document to her in-
formation need.

To realize this dialogue, a formal model of com-
munication is required. This model must be able to
cope with the shift in focus as existing information
needs and satisfied or as new needs develop in the
presence of new evidence.

Two participants in a dialogue may share common
terms of reference but it is unlikely that they will
share the same connotations for those terms. They
both know what they refer to but cannot be sure that
the other person is referring to the same object or idea



in the same sense or through the same experience. In
everyday conversation, we can examine each other’s
background, experiences, views through the dialogue.
This may be acceptable in conversations with another
human but it would be tedious for the user of a system
to have to explain what she means in detail.

Sperber and Wilson [SW82] address the variety
of interpretations available to a speaker and hearer,
and use them to develop the Relevance Theory ap-
proach. Here what is important is not the knowledge
a speaker has about what the hearer knows or be-
lieves but the relevance of an utterance of the current
context of the conversation.

Uttering a proposition within a context will give
rise to contextual implications - non-trivial logical
implications that could not be derived solely from
the content of the propostion nor from the context
in which the proposition was expressed. Both exist-
ing information and new evidence combine to infer
the contextual implications. Any utterance that pro-
duces contextual implications will be relevant to some
degree, the degree of relevance being determined by
a number of factors, including amount of processing
involved to produce the implications and the number
of contextual implications generated by the sentence.

Sperber and Wilson encapsulate theory theory in
their principle of relevance, from 1982

Principle of relevance, (1982): speaker
tries to express the proposition which is the
most relevant one possible to the hearer

Relevance Theory can be described in terms of
both classical information retrieval techniques and
the system-based dialogue model presented here. As-
sume that there has been an initial statement of in-
terest from the user, this may be a query or some
other representation or description of the user’s in-
formation need. The initial context is the system’s
model of the collection that is the terms in the col-
lection and an assessed measure of the utility of that
term. The system develops the context by trying to
derive contextual implications based upon the user’s
document selection. In other words it decides how
the user’s selection affects it’s model of what the user
is looking for.

This means that we want to use the user’s pre-
vious areas of interest - the previous contexts - as a
basis on which to determine any new contexts. Terms
that appear in a user-selected document are counted
as being pertinent. This may be over-confident, as
a term may not be of interest but only appear due
to causal co-occurrence with another term. As we
cannot say which terms are of interest we treat all as
potentially pertinent.

At this point the work here differs from Relevance
Theory as described for human conversation in two
ways. Firstly Sperber and Wilson [SW86] talk about
a strength of a sentence, this approach insteads uses
a probability function distributed over the elements
of the discourse - the terms that occur in the collec-
tions. Secondly in this model, when the user selects a
document she does not only affect the elements of the
context but also related terms. That is, although a
user is only giving feedback on the information within
a document we will view this as feedback on related
information that is not present in the document. This
is an attempt to prime the system to react to a par-
ticular section of information contained within the
collection. This we treat as analogous to the contex-
tual implications of Relevance Theory.

3 MODEL

Underpinning this model if a formalism for repre-
senting the system’s knowledge. The change here is
regarded as a form of belief revision. The system’s
beliefs focus on the terms that appear in the collec-
tion, and the fundamental belief that an system has
regarding a term ¢, is "the ’belief that a term is the
best term to describe the current stage of the search”.
The value assigned to the belief b(¢) that states that ¢
is useful in retrieval, will be based upon evidence the
user has identified ¢ as being relevant, e.g. through
a query, or that there is evidence that t may be rel-
evant, e.g. through co-occurrence of ¢t with a rele-
vant term, or ¢ appearing in a user-selected document.
This probabilistic model of belief revision asserts that
beliefs of this type can be represented by a proba-
bility distribution over the terms space. However it
requires that complete knowledge of the structure of
the space in terms of the conditional relationships.
As such, the revision process, when encountering new
information, is less of an expansion/retraction of be-
liefs but a strengthening/weakening of beliefs based
on evidence.

I propose two revisions are necessary, firstly the
system must revise its belief system in the light of
evidence from the user. Secondly it needs to adapt
its new belief system to take into account the relation
between its modified beliefs and the evidence that the
system possesses about each document. This second
revision as shall be shown below does not result in
a permanent shift in the system’s beliefs about the
user’s interest.

The first corresponds to the context modification
of relevance theory. We are attempting to update
the system’s view of the user’s search by incorporat-



ing into the system’s belief system new evidence and
revising any existing evidence for a belief. For this
revision | propose using the form of conditionalisa-
tion known as Jeffrey conditionalisation for reasons
give in section 3.1.2.

The second revision is different in that it does not
result from a change in the system’s world. Rather
it results from a deliberate attempt to maximise the
utility of the system’s beliefs in predicting the infor-
mation most likely to be of interest to the user. It
must now try to infer the material in the document
from its beliefs. Given a context and a user’s response
the system is trying to select the interpretations (the
documents) that corresponds to what it assesses is
the most likely interpretation of the user’s utterance.
In information retrieval terms what the system is try-
ing to do is assess the documents according to their
relevance. The most relevant documents being the
most likely interpretations of the system’s belief of
what the search is for.

For this revision what is required is a general
method of revision that can assess the probability
of this implication, i.e. P(b — d), the probability
that a document can be inferred from a set of beliefs.
A probability measure is used as Relevance Theory
states that only the most likely interpretations are
considered. Not all interpretations are equally likely
and not all documents are equally relevant to a user.
Consequently we must have a way of ranking our in-
terpretations, our measure of a document’s relevance,
as is also required of an IR system.

A process which fulfills this criterion is known
as logical imaging, described by Gardenfors [Gar88].
Its application to IR has already been demonstrated
and implemented by Crestani and Van Rijsbergen
[CvR95, CRSvRY5] , and so here I will only attempt
to describe the features of imaging necessary to ex-
plain the interpretation which I propose using it rel-
ative to this model.

3.1 Recasting the Context

Before describing the mechanics of these procedures 1
want to give some definitions: the context is the set
of terms in the collection with an associated prob-
ability value giving their importance in describing
the current search stage, selected terms is the set
of terms present in the last selected document, in-
directly selected terms is the set of terms that
co-occur with the selected terms, and unselected
terms is the set of terms that are neither selected
nor indirectly selected.

When the user selects a document, the informa-
tion contained within it should be used to modify

the context. The context is revised in the light
of evidence from the user. There are three stages
in updating the context; first the system’s belief in
the selected terms should be directly updated. Sec-
ondly this change is reflected in the indirectly selected
terms. Finally there needs to be a scaling operation

to preserve the unit sum of the probabilities.

How this updating on the terms is acheived is
threefold depending on which class the term belongs.
Selected terms, those that are present in a user-
selected document have their probability of impor-
tance directly calculated, section 3.1.1. This means
that seeing a term in a user-selected document will
increase the system’s belief in that term’s ability to
describe the current search stage. Indirectly selected
terms, those that have an author-selected relation-
ship will have their probability increased by virtue
of being associated with the selected terms. In other
words, these terms have their probability increased
’as if it had appeared’ in the document. The more
selected terms a term appears with the more its prob-
ability will be updated 3.1.2. The weakest evidence
supplied by the user’s selection is for the remaining
terms, the unselected ones. If a term does not appear
in a user-selected document, nor co-occurs with any
terms in that documents, then the user selecting the
document does not supply any evidence for the im-
portance of that term. It cannot be said that there is
evidence for that term being of no importance, i.e. it
probability is zero. What can be said is that there is
no additional evidence and so its probability remains
unchanged. In fact, as a result of the scaling opera-
tion, the probability will be reduced proportional to
the changes in the other terms.

3.1.1 Updating

If a term occurs in a set of relevant documents at
a level greater than would be expect giving purely
statistical relation then we can claim that the term
is of importance. The method of how to change the
probability of a term should reflect aspects such as
the spread of the terms occurrences in the collec-
tion, and the frequency within the collection. The
actual method chosen is not of primary importance
as only scale and relative scale will vary according
to the method chosen. When changing the proba-
bility we are trying to update our assessment of its
discriminatory power to distinguish between relevant
and non-relevant documents. A number of methods
are being investiagated at the moment including the
information radius and the F4 weights, see [Rij79,
chapter 6] for an overview of these methods.



3.1.2 Revision

This stage propogates the evidence from updating
the selected terms to other terms in the collection.
The rationale behind this is that, although we can’t
directly access the semantic relationships between
terms in the mind of the author, or searcher, we can
represent the relationships by means of statistical de-
pendencies. If we have no means of directly assessing
the probability of importance of a term then it can
be determined by using the probability attached to
related terms. In theory means propagating belief
over all the terms in the term space. In practice we
only propagate it to those terms that have an author-
selected relationship. This means that I am asserting
that the conditional of two terms that do not co-occur
is zero, as the probability of co-occurrence is zero.

P(termg, termy)

P(termy)

If termy
and term, do not co-occur then P(termg,termy) =0
and consequently P(termg|termy) = 0. So regardless
of individual probability of term, and term,, seeing
term, alone should allow the assertion that P(term,)
should be zero. Practically, if a term occurs in a doc-
ument then it will co-occur with every term in that
document. This means that P(term;) will be a fac-
tor of the probabilities attached to these terms and
the other terms with which it co-occurs.

The system assigns evidence not only according
to what is in the collection but but to evidence sup-
plied by the user. The strength of belief in a term
is then a measure generated in response to the ma-
terial selected and to the body of evidence. The be-
liefs in terms are revised through conditionalisation.
The form of conditionalisation I am proposing to use
here is Jeffrey conditionalisation. Standard Bayesian
conditionalisation gives a means of re-calculating the
probability of an event, A, given another event B,
The new probability assigned to A, P’(A), is equal
to the conditional probability, P(A|B) when P’(B) =
1. Jeffrey conditionalisation generalises this to cases
where P’(B) # 1. This is appropriate here as we are
not interested in the probability of events happening,
we are interested in the utility of the event, given that
it has happened.

Before applying conditionalisation it is necessary
to make certain that three conditions hold over the
set of terms; exhausivity, mutal exclusivity and sta-
bility of the conditional probabilities between terms.
The aim is therefore to demonstrate that is possible
to calculate the probability of P(termy) by the equa-
tion,

(1)

P(term | termy) =

N
P(terms) = EP(termz | termy, ) P(termy,)

n=1

(2)

where N = terms in collection.

Exhausivity:
All the terms in the collection will have an effect on
the probability of term, . However the conditional
between non-cooccurring terms is zero, (as above)
then a large section of the terms will not have an af-
fect on the belief attached to a term. So, even though
all terms are considered in theory, in practice only co-
occurring terms need be considered for each term.

Mutual exclusivity:
We are measuring the importance of a term. As we
have expressed this as the ’belief that a term is the
best term to describe the current stage of the search’
then we can assume mutual exclusivity of terms in
describing this stage.

Given these two conditions hold then we can as-
sert equation 3.

c

P’(termz) = ZP'(termx | termc)Pl(termc) (3)
c=1

where C = set of terms that co-occur with term,.
Conditional probabilities do not change:

If we assume the conditional probability reflects

the underlying statistical dependency based on co-

occurrence then this is valid. This gives,

c
P’(termz) = ZP(termx | termc)P'(termc) (4)

c=1

The new probability of an indirectly selected term
depends on the probability of its associated terms,
equation 4. These terms belong to two distinct
classes; selected and indirectly selected terms. The
probability for the selected terms has already been
calculated, section 3.1.1. The question is how to the
value for each of the indirectly selected terms.

Example: A user selects a document with term;
and terms in it. The new probability for these terms
are calculated directly. For a terms that co-occurs
with terms termy, termy and terms, the new proba-
bility is calculated by the equation,

P'(terms) = P(terms | term1 )P’ (termy) +
P(terms | termyq)P(termy) +
P(terms | terms)P(terms)

As there is no direct evidence for the pertinence
of term4 and terms, we use the previous values asso-
ciated to them when calculating the new probability
of termgs. The probability associated with termgz will
increase due to the change in term;.

3.2 Logical Imaging

So far we have calculated the impact of a document
selection upon a context, given previous selections.



The next step is to produce a set of system interpre-
tations of the user selection. That is, a list of docu-
ments ranked by assessed likelihood of being relevant
to the user.

This selection is based on a form of inference, sec-
tion 2. The system is trying to infer the documents
in the collection from the evidence provided. Here
there is no query, per se. The method used here is
to infer the last selected document from the rest of
the document collection. More accurately as we are
estimating the likelihood of relevance we measure the
probability of this inference. Logical imaging revises
a probabilistic belief system by moving probability
from terms that do not appear in the document to the
closest term that does appear. This shift of probabil-
ity produces a new probability distribution describing
the beliefs in relation to the document. The sum of
the probabilities attached to those terms appearing
in the intersection of the document under consider-
ation and the last user-selected document gives the
estimate of relevance for the document.The relative
relevance of documents can then be obtained by rank-
ing.

For each new context the amount of probability
associated with each term will change. Consequently
the effect of changing the context is to alter the rel-
evance of a document is twofold. One, by changing
the probability of the term. Secondly by altering the
probability of the terms that transfer their probabil-
ity to the term when imaging.

4 CONCLUSION

Relevance Theory describes how an utterance can
give rise to numerous interpretations dependent upon
the context. The context and utterance together form
a new context, the form of which can only be de-
scribed by the utterance and particular context. This
paper demonstrates how such a model can be de-
scribed for IR. The context is the set of terms with
an associated probability describing its importance in
the search. The user selecting a document will cause
an increase in the probability of related terms. The
overall change preserves the consistency of the set
of terms, only the values of the probabilities change.
The value assigned to a term depends on the values
of its associated terms.

The context is then used, with the last document
selected by the user, to produce the new set of rele-
vant documents. As the probabilities change then the
measure of similarity should change according to the
terms in each document and how they have changed.
Also as there 1s no query modification as such, follow-

ing [Cam95], the aproach depends only on the user’s
choice of documents.
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